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Editor’s Space

From Environmental Noise Control to Soundscape Design

Environmental noise, including
sounds from road/rail/air traffic, in-

dustries, construction, public work, and the neighbourhood, is
often a main cause of environmental distress in terms of the
number of complaints received. The publication of the EU Di-
rective Relating to the Assessment and Management of Envi-
ronmental Noise (END) in 2002 has led to a number of ma-
jor actions, including the large-scale noise mapping for major
sources and cities across Europe and the identification and pro-
tection of quiet areas. It is widely accepted that reducing the
sound level is not always feasible and cost-effective, and more
importantly, it will not necessarily lead to improved quality of
life and people’s satisfaction. For example, studies in urban
open spaces have shown that when the sound level is below a
certain value (as high as 65-70 dB), people’s acoustical com-
fort is not related to the sound level, whereas the non-acoustical
factors such as the type of sound sources and characteristics of
users play an important role.

Soundscape research, different from noise control engineer-
ing, is about relationships between the ear, human beings,
sound environments, and society. Research in soundscape cov-
ers physical science, engineering, social science, humanity,
medicine, and art. It has been mainly developed within the
academic disciplines of anthropology, architecture, ecology,
design, human geography, linguistics, medicine, noise control
engineering, psychology, sociology, and more recently, com-
puter simulation and artificial intelligence. As a global con-
cept, it may also be fruitful to integrate insights from knowl-
edge or values produced by every culture, therefore involving
literature and musicology, and more generally, art, aesthetics,
law, and religious studies as well. Soundscape research repre-
sents a timely paradigm shift in that it considers environmental
sound as a ‘resource’ rather than a ‘waste’. It is more powerful
than the classic level-based approach, which is only suitable
for providing primary needs such as sleep and hearing protec-
tion. It becomes even more prominent when a society reaches
the highest needs: respect for others and creativity and spon-
taneity. Soundscape focuses more on the local individual needs
and has esteem for those sensitive to noise and other vulnera-
ble groups. It also has ear for cultural aspects and the beauty
of natural soundscapes.

Although the term soundscape was introduced in the 1960s,
soundscape has mainly received attention in the field of com-
munity noise and environmental acoustics by researchers, and

recently by policy makers, in the last decade. The number of
people in the field/sector and the number of publications is
steadily growing. In recent major international conferences,
a considerable number of special sessions on soundscape re-
search have been organised. The importance of soundscape re-
search has been recognised by governmental organisations and
national funding bodies, and a series of research projects relat-
ing to this field have been, and are being, carried out. There
have also been increasing interests in practice, and many cities
are currently actively promoting practical exemplar sound-
scape projects. In addition, the soundscape approach has been
applied to preserve and restore archaeological places of great
importance where the tourist sensation shall be globally con-
nected to the atmosphere of the historic site.

The recent EU COST Action on Soundscape of European
Cities and Landscapes aimed to provide the underpinning sci-
ence and practical guidance in soundscape, and it has cre-
ated a vibrant/productive international network of 52 partic-
ipants from 23 COST countries and 10 participants outside
Europe. Five aspects are covered, including understanding
and exchanging, collecting and documenting, harmonising and
standardising, creating and designing, and outreaching. In
the meantime, a working group ISO/TC43/SC1/WG54 was
formed in 2008 on the perceptual assessment of soundscape
quality, and the Part 1 of this ISO standard, Definition and Con-
ceptual Framework, was published in 2014, where soundscape
is defined as ‘acoustical environment as perceived or experi-
enced and/or understood by a person or people, in context’.

Although considerable work has been carried out, further
research is still needed in more facets; for example, the current
research works in soundscape are still in the stage of describing
and identifying the problems, and they tend to be fragmented
and focused on only a few special cases. In the meantime, large
scale practical implementation of the research work has yet to
start.

Jian Kang
Director, IIAV
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The classification of dwellings according to different building performances has been proposed through many
schemes worldwide in recent years. The general idea behind these schemes relates to the positive impact a higher
label, and thus a better performance, should have. In particular, focusing on sound insulation performance, national
schemes for sound classification of dwellings have been developed in several European countries. These schemes
define acoustic classes according to different levels of sound insulation. Due to the lack of coordination among
countries, a significant diversity in terms of descriptors, number of classes, and class intervals occurred between
national schemes. However, a proposal ”acoustic classification scheme for dwellings” has been developed recently
in the European COST Action TU0901 with 32 member countries. This proposal has been accepted as an ISO
work item. This paper compares sound classification schemes in Europe with the current situation in the United
States. Economic evaluations related to the technological choices necessary to achieve different sound classifica-
tion classes are also discussed. The hope is that a common sound classification scheme may facilitate exchanging
experiences about constructions fulfilling different classes, reducing trade barriers, and finally increasing the sound
insulation of dwellings.

1. INTRODUCTION

Recent research has proven how sound insulation deeply
correlates with productivity, higher learning outcomes, and
concentration.1–3 However, beyond annoyance or decreased
productivity, poor acoustical environments also affect health.
The World Health Organization has repeatedly linked the pop-
ulation’s exposure to environmental noise with adverse health
effects and has established a relationship between traffic noise
and an increased risk of cardiovascular diseases.4, 5 At the
same time, an emerging body of research has linked the ex-
posure to environmental noise with sleep disturbance, cogni-
tive impairment in children, and Tinnitus, among other human
health concerns.4, 6 All of these studies show that the indoor
acoustic performance deeply matters for the quality of the built
environment.

The majority of countries in Europe have a long tradition of
regulatory sound insulation requirements for dwellings, going
back to the 1950s in some cases.7, 8 The purpose of these reg-
ulations is the protection of health. However, the fulfilment
of these requirements does not ensure satisfactory conditions,
and the protection is typically insufficient for sensitive persons
or in the case of loud neighbours. For this reason, classifica-
tion schemes have been introduced in several countries to spec-
ify higher levels of acoustical comfort. The first classification
schemes for dwellings were implemented in the early 1990s.8

A scheme generally defines a number of classes according to
a certain interval of some acoustic indicators that are used to
reflect different levels of acoustic comfort.

Findings from comparative studies of regulatory sound in-
sulation requirements and sound classification schemes in Eu-
rope show that sound insulation descriptors, regulatory re-
quirements, and classification schemes have a high degree of
diversity.9–11 These studies have concluded that harmoniza-
tion is needed to facilitate the exchange of data and experience
among countries and to reduce trade barriers.

This paper considers that sound insulation requirements are
a national issue that cannot be made homogenous worldwide.
However, the comparison of the ongoing experience towards a
harmonized European classification scheme with the situation
in the U.S. would help building stakeholders to familiarize with
acoustic classes fitting local needs and conditions.

2. CLASSIFICATION SCHEMES IN EUROPE

2.1. Existing Sound Classification Schemes
in Europe

A sound classification scheme could be defined as a set of a
minimum of three classes with different sound insulation per-
formance levels. Using this definition, classification schemes
for dwellings exist, at present, in ten countries in Europe.8

Sound classification schemes indicate different quality classes
to meet different needs of activities and quietness.10 They have
generally been developed as technical standards, but some-
times they are already referred to in national laws.

Acoustic class information could be considered as an anal-
ogy to energy labelling or other labelling systems. In fact, any
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acoustic classification scheme allows specifying acoustic con-
ditions in a way that is similar to other qualities.

Sound classification systems in Europe are national
schemes, the majority of which have been published by na-
tional standard organizations.11 An overview of existing sound
classification schemes for dwellings is reported in Table 1. For
each scheme, information is found about class denotations, re-
lation to the national building code, and classes intended for
new and for existing (old, renovated, and other not new) hous-
ing, respectively. The schemes specify class criteria concern-
ing several acoustic aspects. These are described in more de-
tail in recent publications for party walls and floors between
dwellings8 and for facades.10, 12

An international standard or technical specification would
help improving awareness, knowledge and communication
about the quality of acoustic conditions and hopefully improve
housing stock. With this idea, a proposal ”acoustic classifica-
tion scheme for dwellings” has been developed recently in the
European COST Action TU0901 with 32 member countries,13

and the proposal has been accepted as an ISO work item.14

Table 2 reports a preliminary proposal within this ISO work
item. Although the work is just started in the ISO working
group and changes will certainly occur, based on the COST
action results, Table 1 shows a preliminary classification cur-
rently discussed. While several of the national classification
schemes also include other building types than housing, the
proposed ISO scheme is for housing only.

2.2. The COST TU0901 Proposal for a Joint
Acoustical Classification Scheme

The main characteristics of the COST TU0901 proposal for
an acoustic classification scheme for dwellings are, ISO/NP
1948814:

• It includes class criteria for airborne and impact sound
insulation, noise from traffic and other external sources,
and noise from service equipment, plus the optional eval-
uation of the reverberation time;

• It defines six classes (from A to F) with 4 dB steps be-
tween classes. For each class, there is a choice between
sound insulation criteria down to 50 Hz or the common
lower limit of 100 Hz;

• It may be used for describing the acoustic conditions in
new as well as in existing housing, before and after reno-
vation;

• It may be used for information to occupants of dwellings,
including prospective tenants or buyers;

• It may be considered by the legislators as a basis for a
national set of requirements;

• It may be used as reference for sustainability marking or
labelling;

• Although descriptors are based on existing ISO standards,
ISO 140-4, -5, -7 (now being transferred to ISO 16283,
parts 1 to 3) and ISO 717 (2013), a simpler denotation
has been used to avoid criteria indicated as a sum.

Comparison of the current sound insulation requirements in
most of the European countries show that the requirements fit
into class D in Table 2 on average, although with large de-
viations for service equipment and facades. This shows that
the classification scheme includes ratings for dwellings with
higher acoustic protection than corresponding to the current
minimum ones.

3. SOUND INSULATION REGULATIONS IN
THE UNITED STATES

3.1. National and Local Sound Insulation
Codes

The situation in the United States (U.S.) is particularly dif-
ferent from that in Europe. US building codes have histor-
ically been developed by organizations of building officials,
and have then been adopted as law by jurisdictions. At the
end of the last century, the three main building code organi-
zations that represented most U.S. jurisdictions (Building Of-
ficials and Code Administrators International – BOCA, Inter-
national Conference of Building Officials – ICBO, and South-
ern Building Code Congress International - SBCCI) merged to
form the International Code Council (ICC). This is a private
organization with membership building code officials. The
ICC serves updating the International Building Code (IBC)
that may be adopted by states, counties, and localities.

Cities and towns publish noise ordinances that appear as
part of their regulations or zoning planning by laws. These
are usually emission type regulations as they typically control
the sound that a source may produce at a receptor location. On
the other side, the building code is intended to set a standard to
ensure construction quality, by establishing a minimum sound
isolation performance of constructions.

The IBC Section 1207, the one dedicated to noise control,
includes the airborne and impact sound isolation performance
of constructions that separate dwelling units. The airborne
sound isolation performance limit is expressed as a minimum
party wall and floor/ceiling sound transmission class (STC)
rating of 50, if such a rating has been determined based on
sound transmission loss measured in a laboratory, or 45 if de-
termined from noise reduction measured in the field.16 Simi-
larly, the impact sound isolation performance limit is expressed
as a minimum floor/ceiling impact isolation class (IIC) rating
of 50, if such a rating has been determined on the basis of
impact sound pressure levels produced by an ISO tapping ma-
chine and measured in a laboratory, or 45 if it has been deter-
mined from tapping machine sound pressure levels measured
in the field (IBC, 2012).

Tocci described how the IBC has been modified in some lo-
cal codes, such as the California Code of Regulation and the
Building Code of the City of New York.17 Generally, these lo-
cal codes include some more prescriptions than the IBC. For
examples, the City of New York requires an STC that is higher
than 50 if based on laboratory reports or higher than 48 if field-
tested, and an IIC higher than 51 if based on laboratory reports
but higher than 49 if field-tested. Emission-type aspects such
as the maximum sound power levels for mechanical equipment
and the day-night average sound pressure emission level are
also prescribed in the New York City and California code, re-
spectively.
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Table 1. European schemes for the sound classification of dwellings, relation to building codes, and indication of classes intended for new and ”old” dwellings.
Status June 2013. A new proposal prepared by COST TU0901 and approved as WI within ISO has been included for comparison. Table from Rasmussen and
Machimbarrena.15

Country Class CS Reference Link BC Reference Comment Classes for Classes for
denotations(1) (latest version) BC to CS to CS new dwellings ”old” dwellings

DK A / B / C / D DS 490 (2007) + Class C A, B, C D
FI A / B / C / D SFS 5907 (2004) - N/A BC = Class C A, B, C D
IS A / B / C / D IST 45 (2011) + Class C A, B, C D

NO A / B / C / D NS 8175 (2012) + Class C A, B, C D
SE A / B / C / D SS 25267 (2004) + Class C A, B, C D
LT A / B / C / D / E STR 2.01.07 (2003) + Class C A, B, C D, E
IT I / II / III / IV UNI 11367 (2010) - N/A BC ∼ Class III I / II / III / IV

DE(2) III / II / I VDI 4100 (2012) (3) - N/A III, II, I None
AT A / B / C / D / E ÖNORM B 8115-5 (2012) - N/A BC = Class C A, B, C D, E
NL I / II / III / IV / V NEN 1070 (1999) (4) - N/A BC ∼ Class III I / II / III IV, V

COST TU0901 A – F and npd ISO docs14 N/A N/A (5) A / B / C/D/E/F/ and npd
Abbreviations: BC = Building Code (regulatory requirements); CS = Classification scheme
(1) Classes are indicated in descending order, i.e. the best class first.
(2) Moreover, the German Society of Acoustics (DEGA) has published a recommendation (DEGA-Empfehlung 103,
”Schallschutz im Wohnungsbau – Schallschutzausweiz”, DEGA, March 2009) for acoustic labelling of dwellings.
The system has seven classes A*-F and a colour code.
(3) The revised version of VDI 4100 published in 2012 changed descriptors from Rw and Ln,w to DnT,w and LnT,
as had been discussed for years for the regulations. Also the class criteria were made stricter, and all classes are now
stricter than regulations (before the lowest class corresponded to regulations).
(4) The classification scheme (including verbal explanations of classes) is described in (Gerretsen, 2009).16

(5) Proposal prepared by COST TU0901 (2013).14, 17 Submitted as Work Item for international standardization, (ISO, 2014).15

Table 2. Class criteria for airborne and impact sound insulation as proposed after the COST TU0901. Table from Rasmussen and Machimbarrena.15

Class A Class B Class C Class D Class E Class F
Type of space DnT,50 DnT,50 DnT,50 DnT,50 DnT,50 DnT,50

(dB) (dB) (dB) (dB) (dB) (dB)
Between a dwelling and ≥ 68 ≥ 64 ≥ 60 ≥ 56 ≥ 52 ≥ 48premises with noisy activities
Between a dwelling and ≥ 62 ≥ 58 ≥ 54 ≥ 50 ≥ 46 ≥ 42other dwellings and rooms outside the dwelling

Class A Class B Class C Class D Class E Class F
Type of space LnT,50 LnT,50 LnT,50 LnT,50 LnT,50 LnT,50

(dB) (dB) (dB) (dB) (dB) (dB)
In dwellings from premises with noisy ≤ 38 ≤ 42 ≤ 46 ≤ 50 ≤ 54 ≤ 58activities

In dwellings from other dwellings ≤ 44 ≤ 48 ≤ 52 ≤ 56 ≤ 60 ≤ 64
In dwellings:

≤ 48 ≤ 52 ≤ 56 ≤ 60 ≤ 64 ≤ 70from common stairwells and access areas
balconies, terraces, bath, toilet not belonging

to own dwelling

3.2. How Far Are the United States from a
Classification Scheme?

Section 3.1 has shown that the normative situation in the
U.S. is far from a classification scheme. The main obstacles
for this are that:

• the evaluation in the U.S. is mainly based on making a
comparison with listed assemblies according to labora-
tory test reports often obtained through product manufac-
turers that have tested their products. Only in some local
codes (such as the California Code) a report by an acous-
tical consultant or a field measurement approach may be
required. Moreover, the general approach in case of real
measurement is that if the STC or IIC ratings are mea-
sured, then the IBC permits lower ratings;

• the voluntary approach of the IBC provokes signifi-
cant differences between jurisdictions, with some having
adopted it, whereas others have passed specific legisla-
tions to modify or remove the noise control section;

• the IBC only applies to multifamily dwellings and a lack

of prescriptions about other building types exists, includ-
ing all the non-multifamily residential buildings;

• the criteria are assessed through two single indicators, the
STC evaluated above 125 Hz only, and the IIC evaluated
above 100 Hz without being able to report low frequen-
cies properties and does not take into account the require-
ments of the facades.

It can be expected that, at this time, an acoustic classi-
fication scheme in the U.S. may only be introduced within
the context of sustainability assessment systems for buildings.
Over the past several years, the U.S. Green Building Council
has endeavoured to migrate the LEED rating system toward
a global standard, taking into account various environmental
design issues holistically. In fact, in the last few years, the
high-performance design community has begun to recognize
the importance of acoustical comfort as an important sensory
aspect in assessing the indoor environmental quality (IEQ). As
part of this recognition, the recent versions of LEED have in-
cluded some acoustical requirements.18 As an example, the
USGBC first recognized the importance of acoustical comfort
within environments for learning and healing, and so LEED for
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Schools 2009 and LEED for Healthcare 2009 rating systems
featured the following IEQ credits for acoustical performance:

• Schools-2009 EQp3: Minimal Acoustical Performance.
Background noise from HVAC must be limited to 45
dB(A), and core learning spaces need a reverberation time
below 1.5 seconds;

• Schools-2009 EQc9: Enhanced Acoustical Performance.
Project teams are required to limit the background noise
to a more challenging 40 dB and to meet ANSI Standard
S12.60-2002, except windows, which must have an STC
rating of at least 35;

• Healthcare-2009 EQc2: Acoustic Environment. The
credit focuses on designing the facility to meet or exceed
the sound and vibration criteria outlined in the 2010 Facil-
ity Guidelines Institute’s Guidelines for Design and Con-
struction of Health Care Facilities and the 2010 Sound &
Vibration: Design Guidelines for Health Care Facilities.

In LEED v4, the previous credits have been made more
stringent. For example, the prerequisite for schools now speci-
fies a maximum HVAC background noise level of 40 dB(A). A
new requirement asks high-noise sites to implement measures
to mitigate sound transmission into core learning spaces. With
LEED v4, USGBC has also broadened the notion of acoustic
performance as an important IEQ issue by introducing a (pilot)
credit for exterior noise control and expanding the niche acous-
tic performance credits into other building types. With the
intent of establishing a comprehensive acoustic performance
evaluation, USGBC has also proposed a credit in LEED BD+C
Homes v4, which deals with ”acoustically sensitive” spaces,
such as bedrooms and dining rooms. The requirement may be
satisfied using a prescriptive compliance path or a performance
compliance path; in the first category, requests enforce com-
mon IBC prescriptions, by asking that ”Attached single family
homes and multi-family homes must have party walls with a
minimum STC rating of 55. All party wall penetrations must
be sealed with acoustical sealant and floor/ceiling assemblies
must have a minimum STC and IIC rating of 55”. Moreover,
this USGBC credit focuses on four aspects:

• HVAC background noise. Mechanical equipment needs
to be located strategically to reduce its impact, accord-
ing to the 2011 ASHRAE Handbook, (Ch.48, Table 1)
or AHRI Standard 885-2008 (Table 15). The credit also
references to the ASHRAE 2011 Applications Handbook
(Table 6) for maximum HVAC noise levels;

• Sound transmission/isolation. Appropriate construction
assemblies and design strategies need to mitigate sound
movement between spaces;

• Reverberation time. This is based on room type and ap-
plication and can be affected by space geometry and by
the presence and location of sound-absorptive finishes;

• Sound reinforcement and masking systems. These sys-
tems help to improve the sound clarity and privacy in an
interior.

Another acoustic related credit in the new USGBC systems
is in LEED Operations and Maintenance, the ”Occupant Com-
fort Survey”. This requires an acoustic evaluation, underlining

the importance of subjective perception for the comfort and
wellness in a space.

Although the trend in considering more acoustic aspects in
sustainability rating systems, the current LEED system seems
far from having a structure to characterize different sound in-
sulation classes.

4. DISCUSSION

One of the more controversial aspects in acoustic classifica-
tion schemes regards the economic implications that may fol-
low the decision to adopt a higher sound insulation class. For
example, a few years ago, an acoustic classification scheme
was developed as an Italian technical standard UNI 11367 (Ta-
ble 1).22 This scheme was never linked to a national law given
the controversial effects that it could have had over the con-
struction market.19 In fact, the general perception of acous-
tic classification schemes was that the new legislation standard
could be very demanding in terms of performance requests and
hence expensive in terms of construction over-costs. Stud-
ies have shown that this risk is generally overestimated.20, 21

Also, the classification schemes were not intended to become
mandatory, but they aimed to define schemes in order to rec-
ognize best practices.

An analysis of the construction costs of technological solu-
tions useful in the same building to achieve sound higher in-
sulation classes revealed an increase of around 1% for a basic
improvement in the sound insulation class, and around 4% for
achieving the highest quality class pointed in the Italian stan-
dard UNI 11367.19 Results of this analysis are reported in Ta-
ble 3. The building was a concrete based building, with heavy
cavity walls with insulation, and double glass windows; these
technologies influence the specific cost necessary for achiev-
ing better sound insulation levels, and so the results cannot
be assumed to be valid for other building systems. Attention
should also be paid to the fact that this analysis did not take
into account the costs of proper designing focused on obtain-
ing higher sound insulation, and it only assumed that higher
sound insulation standards were obtained through more per-
forming building technologies. However, it is known that dur-
ing the design most of the insulation problems may be solved,
often without cost. Proper acoustic design requires not only
adequate construction solutions, but also a rationalization of
the internal distribution with a reduction in conflicts between
functions and a careful analysis and execution during the con-
struction phases.19

Another important aspect that the current discussion about
acoustic classifications of dwellings has raised is the opportu-
nity to introduce metrics that help the common public under-
stand the meaning of sound insulation indicators and metrics.
This aspect seems to be fundamental in order to rise the atten-
tion to more stringent sound insulation requests. An interesting
preliminary scheme has been proposed by the COST Action
TU0901, and it is reported in Table 4.

5. CONCLUSIONS

This paper has presented an overview of existing schemes
for the sound classification of dwellings. Systems in place in
European countries have briefly been presented to show their
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Table 3. Acoustic classification according to the Italian standard UNI 11367 obtained for different building technologies. Table from Berardi.19
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Table 4. Examples of the global indication of what can be expected for some airborne and impact sound sources.15

Noise source Class A Class B Class C Class D Class E Class F

loud speech
hardly just audible, audible, but just clearly
audible but not hardly intelligible intelligible intelligible

intelligible intelligible

loud music not audible just audible audible clearly very clearly loud music
audible audible

dropping & moving objects not audible hardly just audible audible clearly very clearly
audible audible audible
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structure. Then, the paper has focused on the proposed ”acous-
tic classification scheme for dwellings” recently developed by
the European COST Action TU0901. This proposal will be
discussed within an ISO working group. The paper has also
summarized the current state of sound insulation requirements
in the U.S. The comparison reveals that the U.S. are far from
considering an acoustic classification scheme. However, the
current development of sustainability rating systems and, in
particular, the attention that LEED has recently recognized to
some acoustic parameter represents an important step in the
U.S. market to go beyond the building code requirements. The
hope is that sound classification schemes may facilitate ex-
changing experiences internationally, reducing trade barriers,
and increasing the sound insulation of dwellings.
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Bearing temperature trending is a phenomenon that has plagued the railroad industry for decades and has re-
sulted in costly train stoppages and non-verified bearing removals. Initial experimental studies conducted at The
University of Texas-Pan American to explore this troubling phenomenon identified potential sources for the abrupt
changes in temperature exhibited by some railroad bearings. The authors hypothesize that vibration-induced roller-
misalignment is the root cause for bearing temperature trending. Hence, subsequent research focused on providing
validation for the proposed hypothesis through vibration monitoring techniques. To that end, dynamic testers were
used to run railroad bearings at the various speeds and loads that they experience in the field. A “trigger” bearing
with a known cup raceway defect was used as a vibration source to induce roller misalignment on neighbouring
defect-free bearings. Results show that the vibration energy of a bearing would decrease prior to an increase in
temperature. In theory, misaligned rollers would vibrate less, leading to a decrease in the overall vibration en-
ergy, while also generating sufficient friction to account for the observed temperature increase. Typically, rollers
realign themselves through geometrical thermal expansions or changes in the operating conditions, thus, returning
to normal temperature and vibration levels. This paper outlines the research findings.

NOMENCLATURE

Bd mean diameter of a roller
Dcone cone tapered large end diameter
Dl roller large end diameter
Droller roller mean diameter
Ds roller small end diameter
L cone raceway tapered length
Nb number of rollers
Pd pitch diameter (span between the centres

of two opposite rolling elements)
Rcone radius of the cone
Rcup radius of the cup
αroller roller apex angle
θ contact angle between the cone raceway and

tapered roller
φcone cone raceway tapered angle
ωcage fundamental frequency of the cage
ωcone fundamental frequency of the cone
ωin fundamental frequency of a roller passing over

a defect on the cone raceway
ωo rotational frequency of the axle
ωout fundamental frequency of a roller passing over

a defect on the cup raceway
ωroller fundamental frequency of the roller
ωrolldef fundamental frequency of a roller defect

as it contacts the cup and cone raceway
BPFI ball pass frequency inner race or cone
BPFO ball pass frequency outer race or cup

BSF ball spin or roller/cage frequency
FTF fundamental train/cage frequency
HBD hot-box detector
PS power spectrum
PSD power spectral density

1. INTRODUCTION

One of the main concerns troubling railroad bearing man-
ufacturers is the unexplained abrupt increase in the operating
temperature of a healthy (defect-free) tapered-roller bearing—
a phenomenon referred to in field service as bearing temper-
ature trending. Currently, trended bearings are removed from
service since they exhibit similar behaviour to a burn-off bear-
ing at the end of its life. This troubling phenomenon has re-
sulted in many costly delays associated with train stoppages,
as well as false bearing removals by wayside temperature mon-
itoring devices such as the Hot Box Detector (HBD). Accord-
ing to data collected by Amsted Rail from 2001 to 2007, an
average of nearly 40% of bearing removals are non-verified. A
non-verified bearing is one that, upon disassembly and inspec-
tion, is found not to exhibit any of the commonly documented
causes of bearing failure such as: spalling, water contamina-
tion, loose bearings, broken components, lubrication, damaged
seals, etc.

HBDs measure the infrared radiation emissions present in a
railroad bearing and have been in place since the 1950’s. The
HBD is set to trigger an alert when a bearing is running 94.4◦C
(170◦F) above ambient conditions. However, a more recent
approach adopted by some railroads utilizes the HBD data to
compare each bearing’s temperature to the average tempera-
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ture of all bearings along the same side of the train. If a bearing
is running significantly hotter than the average temperature by
some predetermined threshold, it is removed from field service
and labelled as “trended.”1

In addition to the HBDs, acoustic measuring devices known
as the Trackside Acoustic Detection System (TADS R©) have
been used in the field to identify defective bearings. The suc-
cess rate of capturing a defective bearing is heavily based on
the severity of the defect. Bearings with large defects known as
“growlers” have a much higher rate of being recognized as op-
posed to bearings with smaller defects.2 Although nearly five
thousand HBDs are currently in service, only fifteen TADS R©

have been implemented in North America,3 which means a
train can run thousands of miles before encountering an acous-
tic bearing detector. Furthermore, the majority of trended bear-
ings are found to be defect-free, which means that TADS R© will
not detect them.

From the above discussion, it is evident that the existing
wayside monitoring equipment utilized in field service does
not constitute a true continuous bearing health monitoring sys-
tem, but rather a sporadic check on the bearing condition.
Thus, neither temperature nor acoustic measuring devices, cur-
rently in use, can accurately characterize the internal condition
of a temperature-trended bearing. To this end, the railroad re-
search group at the University of Texas-Pan American (UTPA)
conducted a series of experimental and theoretical studies fo-
cused at understanding the bearing temperature trending phe-
nomenon and its root causes, with the main objective of find-
ing ways to distinguish healthy (defect-free) bearings under-
going temperature trending from defective bearings nearing
catastrophic failure. The latter will aid the railroad industry
in minimizing unnecessary train stoppages and false bearing
removals.

2. BACKGROUND

Thermal investigations of roller bearings have been carried
out for a few decades now.4–8 These efforts range from purely
theoretical works to studies containing a combination of the-
ory and application to purely experimental projects. The the-
oretical studies examined two abnormal operating conditions:
partially or fully jammed roller bearings and a stuck brake. A
partially jammed roller bearing is one that rotates with veloci-
ties greater than zero but less than the epicyclical speed, while
a fully jammed roller bearing is one that has no velocity with
respect to the cage. The investigation into the jammed rollers
and a stuck brake condition revealed that the maximum tem-
perature within the bearing assembly can reach 268◦C (514◦F)
and 126◦C (259◦F), respectively, compared to the normal op-
erating condition temperature of 81◦C (178◦F).5, 6 In a simi-
lar study, a dynamic model of the torque and heat generation
rate in tapered-roller bearings under excessive sliding condi-
tions was developed using a lumped-parameter approach in the
program SHABERTH.7 This investigation focused on jammed
roller bearings, and the model was run with an assumed am-
bient temperature of 25◦C (77◦F), a load per row of 80,000 N
(18,000 lb), and a rotational speed of 560 rpm, which corre-
sponds to a train speed of 97 km/h (60 mph). The study con-
cluded that the heat generated in the bearing was proportional
to the number of jammed rollers and that the heat generation at
the roller-end contacts increased with the number of jammed
rollers.

In yet another theoretical work, finite element analysis with
ABAQUS and FORTRAN was used to model thermally in-
duced failures in railroad class F (61/2× 12) tapered-roller
bearings, which resulted from laboratory experiments con-
ducted at high operating speeds.8 The experiments were con-
ducted by the Association of American Railroads (AAR), and
showed that new (defect-free) bearings failed after 200 to 300
hours of operation at a speed of 161 km/h (100 mph) and none
failed at 129 km/h (80 mph).8 The study concluded that the
thermal and mechanical instabilities in a railroad roller bear-
ing are directly related to the heat generated at the roller-end
contacts. The increase in the heat generation is a direct conse-
quence of the grease starvation mechanism caused by the high
operating speeds, which results in a larger friction coefficient.8

Understanding that manufacturing tolerances of bearing as-
sembly components are hard to maintain on a large-scale pro-
duction basis, in the 1970’s Jamison et al. conducted a de-
tailed study of the geometric effects on the rib-roller contact in
tapered-roller bearings,9 as the latter directly influences bear-
ing performance. As anticipated, their findings indicate that
out-of-tolerance components can result in abnormal operat-
ing conditions leading to excessive friction and rapid wear at
the rib-roller contact region, which can cause roller skew and
grease starvation that may eventually lead to catastrophic bear-
ing failure. Consequently, a number of other theoretical and
experimental studies have been performed to explore the ef-
fects of geometrical imperfections and surface irregularities on
the vibrational characteristics of tapered-roller bearings under
varying axial loading and rotational speeds10–12 and to detect
bearing defects using frequency domain analysis.13 Gupta in-
vestigated the dynamics of a tapered-roller bearing by mod-
elling the general motion of the roller and cage based on the
frictional behaviour and cage clearances of the bearing.14 His
study showed that roller skew (misalignment) increases with
increasing friction. At relatively high friction and low cage-
pocket and guide-land clearances, the roller was found to main-
tain steady contact with the cage pocket on one side while the
contact is cyclic (pivoting) on the other end. Gupta’s findings
were later confirmed by an experimental study that was con-
ducted by Yang et al. using specialized capacitance probes to
measure and examine the effects of speed and lubrication on
the degree of the roller skew (misalignment).15 It was discov-
ered that the friction between the rib-roller end contact causes
the roller’s large end (pointing toward the grease seal) to run
ahead of the smaller end (pointing toward the spacer ring),
thus, leading to roller misalignment. The degree of the roller
skew may vary between rollers, and it increases with increas-
ing speed and the lubrication of the larger end of the roller.

Despite the progress made in understanding the dynam-
ics of tapered-roller bearings, no methods or techniques have
been developed to identify temperature trending events that re-
sult from vibration-induced roller misalignment. Tarawneh et
al. conducted a series of experimental and theoretical studies
aimed at exploring temperature trending in railroad bearings,
finding the root cause of this troubling phenomenon and devis-
ing ways to identify it using vibration analysis techniques.16–22

The authors first set out to replicate the discoloration of tapered
rollers (evidence of heating) observed in the trended bearings
removed from service.16 Theoretical modelling agreed with
the laboratory testing results in proving that extreme roller
temperatures can occur without noticeably raising the temper-
ature of the bearing cup outer surface—the part of the bearing
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Figure 1. A picture of the four-bearing dynamic tester at UTPA showing the
sensor placement.

scanned by the current wayside detectors.17–19 For example,
one of the case studies demonstrated that it is possible for three
consecutive rollers within a cone assembly to operate at an ab-
normal temperature of 232◦C (which would cause roller dis-
coloration), yet the bearing cup temperature stays at 88.5◦C.

With the new understanding of heat transfer paths of
tapered-roller bearings based on experimental and theoretical
studies,17–19 Tarawneh et al. next conducted a series of tests on
“trended” bearings pulled from field service along with their
mates (the bearing on the opposite end of the axle).20 The lat-
ter work was based on eight laboratory experiments performed
on a four-bearing dynamic tester, depicted in Fig. 1, with an
axle rotational speed of 536 rpm, which is equivalent to a train
traveling at 91.7 km/h (57 mph). One experiment featured a
trending event in which the bearing cup temperatures of two
bearings experienced a 24◦C (43.2◦F) increase over a period
of 50 minutes.20 This behaviour occurred simultaneously in a
field-trended bearing and its mate, which were separated by a
control bearing. The synchronized temperature response ruled
out heat transfer as the source for the abrupt change in tempera-
ture. The only other explanation for the observed phenomenon
is vibration induced heating, where the effects of the oscilla-
tions of the rollers in the trended bearing travel along the axle
and trigger similar behaviour in the mate bearing. Upon dis-
assembly and inspection, a spall was found on one of the cup
raceways of the trended bearing, providing evidence that roller
vibration could be the root cause of the temperature trending.
Subsequent laboratory tests were effective in achieving tem-
perature trending by using a bearing with a known cup race-
way defect to trigger vibration-induced roller misalignment,
which is responsible for producing excessive frictional heat-
ing in short time periods. The aforementioned laboratory find-
ings were validated in a carefully controlled and executed field
test.21 A bearing in field service, unlike the laboratory setting,
is exposed to a variety of vibration excitation sources such as
wheel impacts resulting from wheel flats, railcar hunting, and
rail track defects. Hence, the performed field test utilized de-
fective wheels as the vibration source to initiate temperature
trending in the test bearings. The field test was successful in
reproducing several bearing temperature trending events, thus,
providing further evidence to verify the laboratory results.21, 22

The authors used vibration-monitoring techniques to iden-
tify dynamics likely associated with roller misalignment and

correlate the onset of such dynamics with abrupt changes in
bearing temperature. Depending on the relative spacing be-
tween the rollers, cage bars and cones, and on the magnitude
of the vibration trigger, roller oscillations can be severe and
are more likely to lead to rollers being caught misaligned as
they enter the loaded region of the bearing. In such cases,
the roller’s large end will tend to lead due to the friction be-
tween the cone rib and the roller end contact point. Conse-
quently, excessive frictional heating will be generated as the
severity and number of misaligned rollers increases. The lat-
ter will manifest in a sudden rise in bearing-cup temperature.
Friction created by sliding misaligned rollers will reduce the
epicyclical speed of the cage, which may also vary based on
the severity and number of misaligned rollers. In the presence
of misalignment, a roller will occupy more space within the
cage pocket causing deformations of the cage and essentially
creating a tighter fit throughout the cone assembly. Hence, it is
expected that the occurrence of roller misalignment will effec-
tively decrease the level of vibration within a bearing as rollers
no longer roll or have space to oscillate within the cage pock-
ets.

Roller realignment can occur for one of many reasons in-
cluding thermal expansion in the cone assembly components,
grease circulation, external vibration sources, etc. During the
realignment process, a roller will pivot within the cage pocket
as the cage and radial clearance reduces forcing rollers to re-
align. This behaviour is similar to the investigations conducted
by Gupta in which one end of the roller maintains steady con-
tact with one side of the cage pocket while the other end piv-
ots.14 In this scenario, the constant pivoting interaction be-
tween the roller and raceway surfaces may explain why de-
fects tend to generally develop on raceways anywhere between
the centre of the roller and the smaller end. The pivoting mo-
tion, while detrimental to a bearing’s life, may promote grease
flow, decreasing the temperature to or below normal operat-
ing conditions. The cyclic behaviour of the roller will affect
the rotational frequency of the cage, momentarily speeding up
or slowing down depending on the location and impact of the
roller within the cage pocket. Overall, the vibration levels are
expected to increase due to the pivoting motion of the roller.
Hence, it is essential to quantify the total vibration energy of a
bearing in order to garner vital information regarding its oper-
ating condition.

It has been experimentally observed that a bearing operating
at normal conditions maintains a steady level of vibration en-
ergy with minor fluctuations. However, a bearing’s vibration
energy tends to decrease shortly prior to an increase in tem-
perature and will increase prior to a drop in temperature. This
observation proposes a relationship between vibration energy,
roller misalignment, and temperature trending events.

The work presented in this paper differs from others in that
it focuses on relating the temperature and vibration energy
characteristics of a bearing experiencing a temperature trend-
ing event in an effort to devise an algorithm that can be used
to differentiate between defective bearings nearing the end of
their service life and defect-free bearings exhibiting a trending
event. To this end, the following methodology was utilized to
meet the objectives of this study:

1. The bearing components’ fundamental frequencies
were determined from a two-dimensional kinematic
model.21, 22
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2. A Fast Fourier Transform (FFT) of the acquired data was
performed to identify potential shifts in the fundamental
frequency of the cage and its harmonics.

3. The total vibration energy was determined by calculating
the area under the Power Spectral Density (PSD) curve.

4. Abrupt bearing heating caused by roller misalignment is
demonstrated through:

(a) a reduction in the vibration energy levels within the
bearing as misaligned rollers tend to deform the
cage, thus, creating a tighter fit between bearing
components, and

(b) a decrease in the rotational frequency of the cage
and its overtones due to the excessive friction gen-
erated by the sliding rollers at the cone rib and roller
end contact.

5. Subsequent decrease in bearing-cup temperature is con-
firmed through:

(a) an increase in the vibration energy level as the cage
and radial clearance reduction forces rollers to pivot
within the cage pocket in an attempt to realign, and

(b) an increase in the rotational frequency of the cage
and its harmonics coupled with some fluctuations
due to the pivoting motion of the rollers within the
cage pockets.

6. Demonstrate the effects of vibration on temperature by
proving that changes in vibration energy precede sudden
changes in temperature.

3. EXPERIMENTAL METHODOLOGY

The experiments were performed using two-dynamic bear-
ing testers. A picture of one of these testers showing the exper-
imental setup and sensor locations is provided in Fig. 1. Each
dynamic tester can accommodate four class F (61/2× 12), class
K (61/2× 9), class E (6× 11), or class G (7× 12) tapered-roller
bearings mounted on a customized axle. The first tester em-
ploys an 18.64 kW (25 hp) fixed-speed motor with a pulley-
drive system. Four distinct pulley sizes are used to rotate
an axle at angular velocities of 498 rpm, 562 rpm, 618 rpm,
and 796 rpm, which correspond to train speeds of 85.30 km/h
(53 mph), 96.56 km/h (60 mph), 106.2 km/h (66 mph), and
138.40 km/h (86 mph), respectively. The second tester uti-
lizes a 22 kW (30 hp) variable-speed drive motor managed by a
smart controller that can produce equivalent train speeds rang-
ing from∼5–138 km/h (∼8–86 mph). Forced convection cool-
ing over the axle-bearing assembly is achieved with three fans
that produce an average air stream of 5 m/s (11.2 mph). Each
dynamic bearing tester is equipped with a hydraulic cylinder
capable of applying vertical loads ranging from 0 to 150% of
a full-operating load [100% load condition simulates a fully-
loaded freight car and corresponds to a load of 159,000 N
(35,750 lb per bearing) for class F and class K bearings,
122,326 N (27,500 lb per bearing) for class E bearings, and
178,000 N (40,000 lb per bearing) for class G bearings].

The dynamic bearing tester with the variable-speed drive
motor is housed in a specially constructed temperature-
controlled environmental chamber capable of maintaining a
wide range of ambient temperatures from as low as −40◦C

Figure 2. Thermocouple and accelerometer sensor placement.

(−40◦F) and up to 55◦C (131◦F). The environmental chamber
is equipped with a commercial freezer unit with a cooling ca-
pacity of 7.6 kW. An added feature of the chamber tester is the
ability of the smart controller to output the axle torque, speed,
and motor power consumption with an accuracy of ±0.5%.

The bearing adapters are specifically machined to ac-
commodate two accelerometers and two K-type bayonet
thermocouples—one on each raceway. The vibration sensors
used are single-axis through-hole mount accelerometers with a
sensitivity of 10 mV/g, a peak measuring range of±500 g, and
a bandwidth of 10 kHz. Two accelerometers were placed either
on the pulley or odometer side of an adapter. One accelerom-
eter was located on the side face of the adapter (referred to as
the axially-mounted accelerometer). The second accelerom-
eter was placed either on the back face or on the edge slant
of the adapter, corresponding to radial and true radial place-
ment, respectively. To verify the accuracy of the bayonet ther-
mocouples, a K-type thermocouple was secured to the centre
of the bearing cup using a hose clamp and aligned with the
bayonet thermocouples. Two additional K-type thermocouples
were placed on the front and back of the test rig to record the
ambient temperature. A total of fourteen thermocouples and
eight accelerometers were monitored and recorded during test-
ing. Thermocouple and sensor locations are shown in Fig. 2.

For this study, four test speeds ranging from low to high
were chosen: 233 rpm, 498 rpm, 560 rpm, and 796 rpm,
which are equivalent to train-traveling speeds of 40.23 km/h
(25 mph), 85.30 km/h (53 mph), 96.56 km/h (60 mph), and
138.40 km/h (86 mph), respectively. Only class F and K bear-
ings were used for all the experiments discussed in this paper.

The experimental setup was designed to replicate speeds
and cargo loads observed in field service. Depending on the
specific test conducted, a “trigger” bearing with a known cup
raceway defect (i.e., a cup spall) was used to introduce vibra-
tion into the axle-bearing assembly in order to promote roller
misalignment. The cup spalls utilized in the laboratory testing
were either spalls that developed naturally in service and were
pulled from the field or artificially-made spalls created in the
laboratory by grinding off material from the cup raceway. A
picture of one of the naturally-spalled cup raceways used in
the laboratory testing can be seen in Fig. 3.

The four bearings mounted on the customized axle were la-
belled as Bearings 1 through 4 starting at the pulley side. Four
tests were conducted for each experiment that utilized a trigger
bearing. Referring to Fig. 4, in the first three tests, the location
of the cup spall was varied between 345◦ (just before the load
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Figure 3. Cup raceway spall that developed naturally in service and was pulled
from the field.

Figure 4. Spall placement diagram for bottom-loaded bearings (inverted for
top-loaded bearings).

zone), 0◦ (at the beginning of the load zone), and 15◦ (just after
the beginning of the load zone); all run at a 17% load simulat-
ing an empty railcar. The test generating the most temperature
trending events was repeated utilizing a 100% load simulating
a fully-loaded railcar, which constituted the fourth and last test
of the experiment. A discussion of the data analysis techniques
used to acquire the results of this study follows.

4. DATA ANALYSIS

The temperature data was recorded once every 20 seconds,
utilizing a sampling rate of 100 samples per second. Hence,
each temperature data point is the average of 100 readings.
Furthermore, the bearing temperature profiles were generated
by averaging the readings of the two K-type Bayonet ther-
mocouples that monitor the temperature of the two raceways
within each bearing.

The vibration data was sampled at a rate of 9600 samples per
second or 10240 samples per second depending on the data
acquisition system used. Due to data storage limitations as-
sociated with the prolonged durations of these tests, the data
acquisition systems were programmed to record 20 seconds
of data and generate a file once every 10 minutes. The raw
data file contained the time and acceleration (g) recorded by
each accelerometer used during testing. The frequency re-
sponse was generated by performing an ensemble average of

Figure 5. Ensemble averaging process.

twenty, one-second segments of data collected at a constant
axle speed (i.e., twenty seconds of raw vibration data was par-
titioned into one-second intervals). Hence, each one-second
segment contained either 9600 or 10240 samples. The discrete
Fourier transform (DFT) was calculated for each segment us-
ing a MATLABTM fast Fourier transform function (FFT). The
MATLABTM fast Fourier transform functions are based on a
library called FFTW.23, 24 They can be used to compute N-
point DFTs. Because the numerical method employed per-
forms fastest when N is power of 2, for each one-second seg-
ment, 8192 samples are used to generate the DFT where 8192
is the next power of 2 less than either 9600 or 10240. The
mean of the resulting twenty DFTs is then taken to generate the
ensemble average. The process described here is illustrated in
Fig. 5. For analysis purposes, the resulting amplitude spectrum
is plotted up to the Nyquist frequency so that the frequency
range is from 0 to half the power of 2 less than the sampling
rate (i.e., 0 to 4096 Hz). Note that doubling the sampling rate
did not change any of the results or conclusions presented in
this study.

In order to identify the level of vibration in a bearing, the
direct approach was used in order to evaluate the energy con-
tained in an analogue signal, x(t), as the magnitude of a signal
squared integrated over time, as shown by Eq. (1),

E =

∞∫
−∞

|x(t)|2dt. (1)

Furthermore, from Parseval’s Theorem, which states that

∞∫
−∞

|x(t)|2dt =
∞∫
−∞

|X(f)|2df ; (2)

it can be shown that the energy density function, |X(f)|2, re-
ferred to as the energy spectral density, the power spectral den-
sity (PSD), or simply the power spectrum (PS), integrated over
the frequency range is equal to the energy contained in a sig-
nal. In the direct approach, the power spectrum is calculated
as the magnitude squared of the Fourier transform, as shown in
Eq. (3),

PS(f) = |X(f)|2. (3)

The use of Eqs. (1)–(3) allows for a simple manipulation to
measure the energy of a signal by determining the power spec-
trum and integrating over a specified range of frequencies.

Frequency analysis facilitated identification of the bearing
components’ primary frequencies. There are a total of six fun-
damental frequencies observed in tapered-roller bearings. All
frequencies are dependent on the rotational frequency of the
axle (ωo). Three of the bearing component angular frequencies
are the cone (ωcone), the cage (ωcage), and the roller (ωroller) fre-
quencies. The remaining three frequencies correspond to de-
fects or geometrical irregularities on the cup (outer) raceway
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Table 1. Bearing manufacturer class F / K specified cone dimensions.

Dcone [cm] 18.887
Lcone [cm] 5.034
Φcone [rad] 0.141

Table 2. Bearing manufacturer class F / K specified roller dimensions.

Dl [cm] 2.223
Ds [cm] 2.057

Θroller [rad] 0.033

(ωout), the cone (inner) raceway (ωin), and the roller (ωrolldef).
These frequencies tend to increase in magnitude when an as-
sociated defect or geometric inconsistency is present. Dimen-
sions of the cone and roller as specified by the manufacturer,
given in Table 1 and Table 2, respectively, were used to cal-
culate the dimensions necessary to derive the fundamental fre-
quencies. The mean diameter of a tapered roller, droller, is cal-
culated along its centre. The radius of the cone, rcone, is calcu-
lated from the centre of the cone to the centre of the raceway
also known as the centre of the tapered length. The radius of
the cup, rcup, is calculated as the distance between the cen-
tre of the cone and the location where the mean diameter of
the roller, droller, comes in contact with the cup raceway. A
cross-sectional diagram of a railroad bearing illustrating the
locations of the abovementioned measurements is provided in
Fig. 6. Final dimensions used to calculate the bearing compo-
nents primary frequencies are listed in Table 3.

The equations used to obtain droller, rcone, and rcup utiliz-
ing information presented in Table 1 and Table 2 are provided
hereafter as Eqs. (4–6):

droller =
Dl +Ds

2
; (4)

rcone =
dcone

2
− Lcone

2
sin(φ); (5)

rcup = rcone + droller cos(φ+ θ). (6)

The equations used to determine the six fundamental frequen-
cies of tapered-roller bearings, Eqs. (7–12), were derived by
Tarawneh et al. from a 2-D kinematic model.21, 22 Detailed
derivations of these equations can be found elsewhere.25

ωcone = ωo; (7)

ωcage =

(
rcone

rcone + rcup

)
ωcone; (8)

ωroller =

(
rcone

droller

)
ωcone; (9)

ωout = 23 ωcage; (10)
ωin = 23 (ωcone − ωcage) ; (11)

ωrolldef =

(
rcup

droller/2

)
ωcage. (12)

5. DISCUSSION OF RESULTS

As mentioned earlier in this paper, experimentally acquired
data indicate that a bearing operating at normal conditions
maintains a steady level of vibration energy with minor fluctu-
ations. However, during temperature trending events brought
on by roller-misalignment, the vibration energy tends to de-
crease shortly prior to an increase in temperature and will in-
crease prior to a drop in temperature. These observations sig-
nify that there is a relationship between vibration energy, roller
misalignment, and temperature trending events.

Table 3. Class F / K tapered-roller bearing calculated dimensions.

droller [cm] 2.140
rcone [cm] 9.089
rcup [cm] 11.196

Figure 6. Cross-sectional diagram illustrating the locations of the measure-
ments used to calculate the bearing components fundamental frequencies.

To provide evidence of the abovementioned behaviour, a se-
ries of laboratory tests were conducted utilizing several differ-
ent combinations of operating speed and loading conditions,
as described in Table 4. For each experiment, the temperature
history and the vibration energy plots were generated. Select
instances were then identified just prior to an increase or de-
crease in the vibration energy levels within a specific bearing
on the bearing-axle assembly. The corresponding points on
the temperature profile of that specific bearing were also deter-
mined, which generally preceded the onset of an abrupt change
in temperature. The time delay between the initiation of a vi-
bration energy trend and a temperature trend was tracked and
quantified to demonstrate the effects of vibration on the bear-
ing temperature.

The rotational frequencies of the dominant cage harmonic
(ωout) were tracked throughout the experimental testing in or-
der to demonstrate the effects of roller-misalignment. In-
stances in the ωout signal corresponding to an abrupt change in
the energy level were identified. A subsequent point in time at
the lowest or highest level in energy was chosen to analyse and
provide evidence of changes in the rotational speed of the cage.
Based on previously performed research,25 in order to account
for slip, the experimentally acquired ωout rotational frequencies
were determined by selecting the dominant frequency within
±1 Hz for speeds less than 600 rpm and ±1.5 Hz for speeds
greater than 600 rpm of the theoretically calculated frequency
given by Eq. (10). Note that the figures in this paper display the
dominant ωout frequency within the range and ignore the side-
band peaks that may result from roller misalignment. Table 5
provides the six theoretically calculated fundamental bearing
component frequencies, Eqs. (7–12), based on the utilized test
speeds.

Table 4. Experimental setup description.

Ex- Speed Spall Bearing Bearing Bearing Bearingperi- Load [km/h] [◦] 1 2 3 4ment (mph)

1 17% 96.56 345 Normal Normal Normal Steel
(60) Poly Poly Poly Trigger

2 17% 96.56 10 Normal Normal Normal Steel
(60) Poly Poly Poly Trigger

3 100% 85.30 350 Normal Normal Normal Steel
(53) Poly Steel Poly Trigger

4 125% 138.40 N/A Normal Normal Normal Normal
(86) Poly Poly Poly Poly

5 17% 40.23 N/A Normal Normal Normal Normal
(25) Poly Poly Poly Poly

74 International Journal of Acoustics and Vibration, Vol. 20, No. 2, 2015



C. M. Tarawneh, et al.: A VIBRATION ENERGY APPROACH USED TO IDENTIFY TEMPERATURE TRENDING IN RAILROAD TAPERED. . .

Table 5. Class F / K natural frequencies of tapered-roller bearing components
and defects.

Natural 40.23 km/h 85.30 km/h 96.56 km/h 138.40 km/h
Frequency (25 mph) (53 mph) (60 mph) (86 mph)

[Hz] (233 rpm) (498 rpm) (560 rpm) (796 rpm)
ωcone 3.88 8.30 9.22 13.27
ωcage 1.74 3.72 4.13 5.94
ωroller 16.49 35.25 39.15 56.35
ωout 40.02 85.53 94.98 136.72
ωin 49.30 105.37 117.00 168.42

ωrolldef 18.21 38.92 43.21 62.20

Figure 7. Experiment 1 bearing temperature profiles; class K bearings; spall
placement: 345◦ (refer to Fig. 4); speed: 96.56 km/h (60 mph); load: 17%
(empty railcar).

5.1. Experimental Results
5.1.1. Experiment 1

Experiment 1 was carried out at a speed of 95.56 km/h
(60 mph, 560 rpm) and a load of 17%, simulating an unloaded
railcar. A cup spall on Bearing 4 positioned 15 degrees before
the load zone (345◦ referring to Fig. 4) provided the vibration
source for the axle-bearing assembly. The temperature pro-
files and bearing vibration energies can be seen in Fig. 7 and
Fig. 8, respectively. Bearing 4, a bottom-loaded bearing with
a spalled cup, displayed multiple fluctuations in temperature.
At five different instances, the temperature increased and held
steady at approximately the same level before returning to nor-
mal operating conditions. The temperature profile for Bearing
4 along with the corresponding vibration energy recorded by
the accelerometer is provided in Fig. 9. It can be seen that each
increase in temperature is preceded by a decrease in the vi-
bration energy level. The aforementioned phenomenon seems
to suggest that roller misalignment, which is what causes the
decrease in the vibration energy of the bearing, is also what
generates the frictional heating that eventually results in the
observed rise in temperature. Note that the vibration energy
decreased to similar levels at each of the corresponding five
temperature increases.

To further illustrate the abovementioned observations, four
select data points were examined—two uptrends and two
downtrends. Referring to Fig. 9, energy began to decrease sig-
nificantly at approximately 8.83 and 34.5 hours into the test.
Consequently, the temperature began to increase at approxi-
mately 9.08 and 34.68 hours into testing. In each case, vi-
bration energy changes preceded temperature changes by 10.8
to 15 minutes. Conversely, increases in vibration energy oc-

Figure 8. Experiment 1 vibration energy captured by radial accelerometers.

Figure 9. Experiment 1 temperature profile vs. vibration energy for Bearing 4.

curring at approximately 24.67 and 40.17 hours into the test
preceded decreases in temperature observed at 24.79 and 40.27
hours into the test, respectively. Again, changes in temperature
lagged those in vibration energy by 6 to 7.2 minutes. The latter
behaviour cannot be explained by changes in lubrication nor
thermal expansions of bearing components. The short period
between vibration activity and temperature reaction provides
supporting evidence that this phenomenon is the result of bear-
ing heating brought on by vibration-induced roller misalign-
ment. Note that, even though the remaining three bearings on
the axle displayed changes in their vibration energy similar to
Bearing 4, the magnitude of these changes was much smaller,
as seen in Fig. 8, and did not result in an increase in the bearing
temperature. The latter behaviour can be explained by cross-
talk between the four bearings that share an axle. Given the
fact that Bearing 4 has a significant spall on its outer (cup)
raceway, the generated vibration will be picked up by the re-
maining three bearings, and so do any noticeable changes in
that vibration energy. However, since the rollers are not ac-
tually misaligned on those other three bearings, no change in
temperature accompanies the observed changes in vibration.

In accordance with the hypothesis proposed in this paper,
the pivoting motion of a roller can either speed up or decrease
the rotational speed of the cage. In order to identify potential
shifts in frequency, the total vibration energy of Bearing 4 was
plotted alongside the fundamental ωout frequency, as shown in
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Figure 10. Experiment 1 vibration energy vs. the fundamental ωout frequency
for Bearing 4.

Fig. 10. The ωout frequency at the previously selected four data
points in the vibration energy (signifying the start of an in-
crease or decrease in temperature) were compared to the next
lowest or highest vibration data point available. Referring to
Fig. 10, the two data points examined at 8.83 and 34.50 hours
into the test occurred prior to a sudden decrease in vibration
energy at 9.17 and 34.83 hours, respectively. In both cases, the
frequency ωout decreased from 95.07 to 94.92 Hz. Conversely,
the two points selected at 24.67 and 40.17 hours into the test
took place approximately 10 to 20 minutes prior to an increase
in the vibration energy. An increase in the ωout frequency from
94.92 to 95.21 Hz was observed from 24.67 to 24.83 hours.
At 40.17 hours, ωout increased from 95.07 to 95.21 Hz within
19.8 minutes. Hence, Fig. 10 demonstrates the shift to lower
frequencies (i.e., slowing down) during a temperature uptrend,
and a shift to higher frequencies (i.e., speeding up) during a
temperature downtrend. The aforementioned is further valida-
tion that vibration-induced roller-misalignment is responsible
for the temperature trending phenomenon seen in field service.

5.1.2. Experiment 2

Experiment 2 was performed at a speed of 95.56 km/h
(60 mph, 560 rpm) with a 17% load (empty railcar) and a
cup spall on Bearing 4 positioned 10 degrees into the load
zone (10◦ referring to Fig. 4). Bearing 2, a class F defect-
free top-loaded bearing, experienced a sharp rise in tempera-
ture approximately 60 hours into the test, as can be seen in
Fig. 11. To demonstrate the effects of vibration on temper-
ature, the temperature profile for Bearing 2 is juxtaposed in
Fig. 11 with the corresponding vibration energy. The vibration
energy exhibited a significant decrease moments prior to the
abrupt increase in temperature. The vibration energy for Bear-
ing 2 began to drop dramatically at approximately 59.75 hours
into the test, which was followed by a rapid rise in tempera-
ture that started at approximately 59.92 hours (10.2 minutes
later). Again, the most likely explanation for the decrease in
the vibration energy of Bearing 2 is roller-misalignment which
causes frictional heating resulting from metal-to-metal con-
tact (i.e., rollers sliding on the bearing raceways rather than
rolling). The short period between the initial decrease in vi-
bration energy and the onset of the sharp increase in the tem-
perature of Bearing 2 seems to suggest a multiple-roller mis-

Figure 11. Experiment 2 bearing temperature vs. vibration energy; class F
bearings; spall placement: 10◦ (refer to Fig. 4); speed: 96.56 km/h (60 mph);
load: 17% (empty railcar).

Figure 12. Experiment 2 vibration energy vs. the fundamental ωout frequency
for Bearing 2.

alignment, which can generate significant heating in short time
periods.19 Note that, unlike the previous case of a defective
trended bearing, the sudden change in energy at approximately
60 hours into the test did not affect the vibration energy of the
other three bearings on the axle.

The fundamental ωout frequency for Bearing 2 is plotted in
Fig. 12 alongside the vibration energy acquired using the radial
accelerometer. It can be seen from Fig. 12 that the major drop
in vibration energy observed between 59.75 and 60.08 hours is
accompanied by a significant drop in the ωout frequency, which
decreased from 94.78 Hz to 94.19 Hz during that 20-minute
interval. Although there were many small fluctuations in the
rotational frequency of ωout, none were as big or accompanied
by as sharp of an increase in temperature as the one occur-
ring at 59.75 hours. A drop in the ωout rotational frequency of
approximately 0.6 Hz suggests a multiple-roller misalignment
scenario, which explains the abrupt increase in bearing temper-
ature and decrease in the vibration energy caused by the rollers
sliding on the raceways.
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Figure 13. Experiment 3 bearing temperature vs. vibration energy; class F
bearings; spall placement: 350◦ (refer to Fig. 4); speed: 85.30 km/h (53 mph);
load: 100% (fully-loaded railcar).

Figure 14. Experiment 3 vibration energy vs. the fundamental ωout frequency
for Bearing 3.

5.1.3. Experiment 3

Experiment 3 was conducted at a speed of 85.30 km/h
(53 mph, 498 rpm) with a 100% load (simulating a fully-loaded
railcar) and a cup spall on Bearing 4 positioned 10 degrees be-
fore the start of the load zone (350◦ referring to Fig. 4). As in
Experiment 2, Bearing 3, a class F defect-free top-loaded bear-
ing, exhibited a rapid increase in temperature approximately 20
hours into the test, as seen in Fig. 13. To exemplify the effects
of vibration on temperature, the temperature profile for Bear-
ing 3 is juxtaposed in Fig. 13 with the corresponding vibration
energy of that bearing. It can be observed that the energy began
to decrease markedly at approximately 20.2 hours into the test,
which was then followed by a sharp increase in the bearing
temperature that initiated at 20.46 hours (15.6 minutes later).
The temperature response time lag can be explained by the
thermal time constant of tapered-roller bearings. It takes some
time for the bearing cup, where the temperature is being mea-
sured, to sense the effects of the frictional heating caused by
roller-misalignment and slipping. Depending on the degree of

roller-misalignment and the number of rollers that are caught
misaligned, the amount of frictional heating produced within
the bearing can vary dramatically.7, 19 The latter accounts for
the variations seen in the thermal time constant of the bearing,
which can range anywhere from about one minute and up to
25 minutes depending on the severity of roller-misalignment
and the number of jammed rollers. Note that the temperature
trending experienced by Bearing 3 (a defect-free bearing) did
not have any noticeable effect on the vibration energy of the
other three bearings on the axle.

The primary ωout frequency for Bearing 3 is presented in
Fig. 14 next to the vibration energy measured by the radial ac-
celerometer. A drop in the vibration energy of the bearing is
observed from 20.2 hours to 20.53 hours into the test. Dur-
ing that period, the ωout frequency decreased from 85.25 Hz to
85.11 Hz suggesting a slight decrease in the rotational speed
of the roller-cage brought on by roller misalignment. The fig-
ure also shows that the decrease in the ωout frequency persists
throughout the period in which the total vibration energy ex-
periences a downtrend (i.e., between 20 and 25.5 hours in the
test), which is indicative of consistent roller-misalignment dur-
ing that time period. As soon as the vibration energy of the
bearing begins to rise again, indicating a return to normal op-
eration of rolling without skidding, the temperature of the bear-
ing starts to drop again.

5.1.4. Experiment 4

Experiment 4 is an accelerated class K lifetime test carried
out at a speed of 138.40 km/h (86 mph, 796 rpm) with 125%
of full-load (simulating an overloaded railcar). All the bear-
ings used in this test were healthy bearings with no known de-
fects. The temperature profiles and bearing vibration energies
are presented in Fig. 15 and Fig. 16, respectively. The two
outer bearings of the axle-bearing assembly, Bearings 1 and 4,
exhibited a noticeable drop in their vibration energy moments
before they experienced an abrupt increase in their tempera-
ture. The latter suggests a synchronized roller-misalignment
event.

Looking at Fig. 17, in which the temperature profile of Bear-
ing 4 is juxtaposed with the corresponding vibration energy,
one can notice that the energy began to decrease at approxi-
mately 273.5 hours into the test, which was then followed by a
sudden increase in the bearing temperature observed at 273.8
hours (i.e., 18 minutes later). Moreover, at approximately
317.3 hours into the test, the vibration energy of Bearing 4
started to increase, which was closely followed by a decrease
in temperature at about 317.5 hours (i.e., 12 minutes later). In
fact, Fig. 17 clearly demonstrates that each increase in bearing
temperature is preceded by a decrease in the vibration energy
of the bearing, including the small temperature fluctuation that
occurred around 322.5 hours into the test.

The detection of slip caused by roller misalignment is easier
to identify in an experiment running at high speeds and loads.
Increasing the applied load on bearings decreases the radial
clearance, which creates better contact between the roller and
the cone and cup raceways. Operating at high speeds and loads
tends to increase the bearing temperature, which in turn re-
duces the viscosity of the grease and shrinks the elastohydro-
dynamic (EHD) lubricant film that exists between the rolling
surfaces. In extreme conditions, grease starvation can occur,
which leads to significant roller slipping that results in metal-
to-metal frictional heating. As demonstrated earlier, changes

International Journal of Acoustics and Vibration, Vol. 20, No. 2, 2015 77



C. M. Tarawneh, et al.: A VIBRATION ENERGY APPROACH USED TO IDENTIFY TEMPERATURE TRENDING IN RAILROAD TAPERED. . .

Figure 15. Experiment 4 bearing temperature profiles; defect-free class K
bearings; speed: 138.40 km/h (86 mph); load: 125% (overloaded railcar).

Figure 16. Experiment 4 vibration energy captured by radial accelerometers.

in vibration energy within the bearing precede those in temper-
ature. The decrease in the vibration energy within the bearing
is attributed to roller slipping which is demonstrated by a de-
crease in the fundamental ωout frequency. Looking at Fig. 18, a
significant decrease of 1.3 Hz is observed in the ωout frequency
over the period between 273.5 hours and 277.1 hours into the
test, which corresponds to the time the vibration energy of the
bearing reaches its lowest value. The figure also illustrates how
the ωout frequency closely mimics the trends exhibited by the
vibration energy of the bearing throughout the test. Note that,
as soon as the bearing vibration energy returns to normal op-
eration levels (indicating rolling without slipping), so does the
ωout frequency and the bearing operating temperature.

5.1.5. Experiment 5

Experiment 5 was performed at sub-zero (−22.5◦C) ambi-
ent temperature conditions utilizing the bearing dynamic tester
housed in the environmental chamber. Four class K healthy
(defect-free) bearings were used in this test and were run at
a speed of 40.23 km/h (25 mph, 233 rpm) under 17% load
simulating an empty railcar. The bearing temperature histo-

Figure 17. Experiment 4 temperature profile vs. vibration energy for Bear-
ing 4.

Figure 18. Experiment 4 vibration energy vs. the fundamental ωout frequency
for Bearing 4.

ries along with the motor power consumption during the test
are provided in Fig. 19, and the corresponding vibration en-
ergy plots are given in Fig. 20. The latter two figures provide
yet one more example that validates the hypothesis proposed
in this paper.

At very low operating temperatures, such as those experi-
enced by the bearings in this experiment, the lubricating grease
is very viscous (thick) and creates resistance to the rolling mo-
tion, preventing the rollers from normal operation and caus-
ing them to misalign and skid along the raceways. Looking at
Fig. 20, it can be observed that the grease-induced roller mis-
alignment produces the same effects as the vibration-induced
roller misalignment. Whenever roller-misalignment occurs,
the vibration energy of the bearing decreases as a result of
the reduced epicyclical speed, which is then followed by an
increase in the temperature of the bearing resulting from the
frictional heating generated by skidding of the roller(s) on the
raceways. As the bearing heats, the grease becomes less vis-
cous in the vicinity of the skidding roller(s), thus, allowing the
rollers to return to normal operation, which is indicated by the
observed increase in the vibration energy of the bearing.
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Figure 19. Experiment 5 bearing temperature profiles vs. motor power;
defect-free class K bearings; freezing ambient conditions; speed: 40.23 km/h
(25 mph), load: 17% (empty railcar).

Figure 20. Experiment 5 vibration energy captured by radial accelerometers
vs. motor power.

The motor power profile, seen in Fig. 19 and more clearly
in Fig. 20, supports the abovementioned observations as the
power consumption is found to increase prior to a rise in tem-
perature and drops just before the bearing temperatures start
decreasing. The increase in power consumption is expected
as the motor (which is managed by a smart controller) is try-
ing to overcome the resistance to the rolling motion caused by
the roller-misalignment in an attempt to maintain the axle ro-
tational speed within ±0.5%. As soon as the rollers return to
normal operating conditions, the motor power drops, which
is then followed by a decrease in the bearing temperatures.
Further proof is found in Fig. 20, which illustrates that in-
stances of maximum motor power consumption correspond to
instances of minimum vibration energy and vice versa. Note
that the abrupt changes in ambient temperature, seen in Fig. 19,
are caused by the commercial freezer unit defrost cycle which
commences every 10 to 15 hours.

6. CONCLUSIONS

The ability to differentiate between defective (faulty) bear-
ings and defect-free (healthy) bearings that are undergoing a
temperature trending event is of utmost importance to the rail-
road industry as this will significantly reduce the number of
unnecessary, and very costly, train stoppages associated with
non-verified bearing removals and/or inspections. This study
presents an experimentally validated technique that utilizes the
vibration energy approach to identify and differentiate the tem-
perature trending phenomenon exhibited by some defect-free
(healthy) bearings in field service.

The technique is built on the hypothesis that, during a bear-
ing temperature-trending event, the vibration energy will de-
crease prior to a temperature uptrend and will start increas-
ing moments before a temperature downtrend. The afore-
mentioned behaviour is triggered by vibration-induced roller-
misalignment. Misaligned roller(s) will slide on the race-
ways and create a tighter fit between bearing components,
thus, slowing the epicyclical speed and producing less vibra-
tion than that of pure rolling motion. Meanwhile, the roller-
skidding will generate excessive metal-to-metal frictional heat-
ing caused by thinning of the elastohydrodynamic (EHD) lu-
bricant film, which accounts for the observed rise in bearing
temperature. Once the roller(s) return to normal operation, the
vibration energy of the bearing will increase back to its original
level and the bearing temperature will start to drop.

This paper provides sufficient experimental proof to validate
the proposed hypothesis. The relationship between vibration
energy and temperature is further verified by the shift in the
ωout frequency, which is dependent on the fundamental fre-
quency of the cage. A shift to a lower ωout frequency indicates
that the rotational frequency of the cage has slowed down from
its epicyclical motion due to the friction caused by roller mis-
alignment. A decrease in the bearing temperature or return-to-
normal operating temperature would be caused by geometrical
thermal expansions and roller realignment. During the reduc-
tion in cage pocket and radial clearances, the rollers pivot as
they attempt to realign, promoting grease flow and momentar-
ily speeding up and causing fluctuations in the rotational speed
of the cage.

The abovementioned behaviour is observed in numerous
laboratory experiments, and the technique presented here is
consistent in identifying the bearing temperature trending phe-
nomenon. The selected tests discussed in this paper varied
from setups containing bearings with known defects that would
trigger vibration-induced roller misalignment to experiments
conducted with all defect-free bearings run at high speeds and
loads or low ambient conditions. Note that roller misalignment
is not only triggered by vibrations from neighbouring sources,
it can be caused by many factors including inadequate lubri-
cation conditions, grease degradation, loose cone assemblies,
high operating speeds and loads, or simply low ambient tem-
peratures that significantly increase the grease viscosity and
cause grease-induced roller misalignment.

In the case of a defective (faulty) bearing, the vibration
energy levels and the bearing temperature will be noticeably
higher than those of normal operation—see Fig. 7 and Fig. 8
and compare the defect-free Bearing 1 to the defective Bearing
4, which contains a spalled cup raceway—and the vibration
energy of the bearing will continue to increase as the defect
worsens with continued operation. Ongoing work in this area
is focused on acquiring vibration signatures at different oper-
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ating speeds and loads from a variety of healthy and defective
bearings to cover a wide range of defects and abnormal operat-
ing conditions. The objective is to create an inclusive vibration
energy database library that can be used to contrast defect-free
bearings and known bearing cup, cone, cage, and roller de-
fects. The latter work combined with the technique presented
in this paper will facilitate the development of a comprehensive
bearing condition monitoring algorithm that will contribute to
a much improved railway safety while reducing the costly train
stoppages and delays associated with false bearing setouts and
inspections.
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Measuring the head-related transfer functions (HRTFs) for each subject is a complex process. Therefore, it is
necessary to develop procedures that allow the estimation of personalized HRTFs. It is common to estimate
the weights of the principal component analysis (PCA) of a group of subjects based on some anthropometric
parameters using multivariable regression modelling. Moreover, to objectively evaluate the goodness of fit between
the original HRTFs and the personalized ones, the spectral distortion (SD) is usually used too. However, its
suitability in the median plane, in which the spectral profiles are crucial to localize a sound source, has not yet been
demonstrated. This paper analyses the validity of the SD as a measure of the quality of the HRTF personalization
in the median plane, from the localization point of view. The HRTFs were modelled from the weights estimated
by multiple linear regression and artificial neural networks (ANNs). The SD was used to compare the HRTFs
measured with those estimated. Likewise, the level of fitting accuracy of characteristic resonance and notches in
the median plane was also compared. Despite the fact that the SD scores of ANNs are lower than those of the
multiple linear regression and are similar to those reported by other studies, the errors obtained from analysing
both central frequencies and levels for resonance and notches could be discriminated.

1. INTRODUCTION

The purpose of the acoustic virtual reality (AVR) is to recre-
ate the hearing experience that a person would undergo in a
real environment, thus provoking a feeling of immersion in that
environment. The principle that supports acoustic simulations
states that acoustically equivalent stimuli produce equivalent
sensations.1 That is to say, if the biologically correct signals
are applied to a listener’s eardrums by means of headphones, it
will be possible to stimulate the listener’s feeling of immersion
in the modelled environment.2

In an AVR system, the sound source, the room, and the lis-
tener must be modelled. Basically, the sound source is spec-
ified by the directivity characteristics and the frequency re-
sponse; the room by its impulse response between a sound
source and a receiver; and the listener by the head-related
impulse responses (HRIRs) in the time domain, or the head-
related transfer functions (HRTFs) in the frequency domain.

Due to the separation between both ears, the sound waves
travel different paths, causing an interaural time difference
(ITD), and, according to the position of the sound source, one
of the ears may remain hidden by the head, thus also originat-
ing an interaural level difference (ILD). These two phenomena,
together with the frequency spectra, are cues that humans use

to localize a sound source in space.1

Each HRTF contains all the transformations produced in a
sound wave before reaching a listener’s eardrums when inter-
acting with the head, pinna, torso, and shoulders. It is different
for each ear and varies systematically with the location of the
sound source. It is known that a HRTF not only depends on
this, but also on the subject’s anatomical characteristics: head
and pinna size, and shoulders and torso width, among others.

If the HRTFs used correspond to the listener, the source is
perceived as compact, external, and well defined in a position
in space. By contrast, if they belong to another individual,
the source is perceived as diffuse, located in the interior of the
head, and the front-back confusion increases.1, 3 This means
that it is essential to measure a subject’s own HRTFs to experi-
ence a genuine perception of space. However, these measure-
ments are complex and expensive and require special equip-
ment. Therefore, it is necessary to develop procedures that
allow estimating personalized HRTFs by means of simpler and
less expensive approaches.

Different studies have addressed the problem of personaliz-
ing the HRTFs in different ways. A review of the methods can
be consulted in Xu et al.,4 in which seven potential methods
for HRTF personalization were identified. One of these meth-
ods obtains the relation between some individual’s anthropo-
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metric measurements and the log-magnitude of the HRTFs by
the multiple linear regression method (e.g.5–9). Based on the
fact that the influence of the head, pinna and torso is of com-
plex characteristics, other authors resort to non-linear regres-
sion methods.10, 11

To objectively evaluate the goodness of fit between the orig-
inal HRTFs and the personalized ones, the spectral distortion
(SD)12 is usually used, i.e., the euclidean distance between two
spectra integrated in the entire frequency range. This value is
often used as an index that indicates the personalization error
in order to determine whether a set of personalized HRTFs is
acceptable or not.

Generally, HRTF modelling may produce sound timbre
changes and localization errors.13 For example, every sin-
gle dB change in the high midrange will be audible and will
change the perceived sound timbre.14 The SD could represent
the differences in timbre between measured and personalized
HRTF. In a similar direction, Mahé et al.15 used the SD to as-
sess the transmitted speech across a telephone link. They pro-
posed an equalizer that reduces the SD between the received
and transmitted speech, which perceptually means a better tim-
bre correction for some speakers. However, from the localiza-
tion point of view, the suitability of the SD in the median plane
has not yet been demonstrated. The aim of this paper is to
analyse the validity of the SD as a measure of the quality of
the HRTF personalization in the median plane. Personalized
HRTFs will be modelled using multiple linear regression and
artificial neural networks—both methods usually used in hori-
zontal plane.

Below, Section 2 explains the methodology followed: the
HRIR database used, the preprocessing applied and the selec-
tion of the relevant anthropometric parameters. Section 3 de-
scribes the methods used: multiple linear regression and artifi-
cial neural networks. Section 4 shows the results discussed in
Section 5. Finally, Section 6 presents the conclusions.

2. METHODOLOGY

2.1. The Database
The public-domain HRIR database measured in the Center

for Image Processing and Integrated Computing (CIPIC) of the
University of California was used.16 It contains the HRIRs of
47 subjects in 1250 positions in sphere per subject and per ear.
The location of the sound source is specified by the azimuth
angle θ (25) and the elevation angle φ (50) in an interaural-
polar coordinate system, with reference to the interaural axis
that goes through both ears. The HRIRs are sequences of 200
points sampled at 44.1 kHz, compensated in the free-field, and
measured to the blocked entrance of the ear canals. The sub-
ject remained seated at the center of a hoop with a radius of
1 m. The elevations vary uniformly in steps of 5.625◦ between
−45◦ and +230.625◦. The azimuth angles are −80◦, −65◦,
−55◦, from −45◦ to +45◦ in steps of 5◦, +55◦, +65◦ and
+80◦. Azimuth 0◦ and elevation 0◦ corresponds directly ahead
of the subject; azimuth 0◦ and elevation +180◦ behind the sub-
ject; negative azimuth to the left and positive ones to the right
of the subject; negative elevations and those higher than +180◦

below the interaural axis ahead and behind, respectively.
The CIPIC database also includes 37 anthropometric param-

eters (Table 1) measured of just 35 subjects. The anthropomet-

(a)

(b)

Figure 1. Anthropometric measurements of CIPIC database:17 (a) head and
torso measurements, and (b) pinna measurements.

ric measurements consist on 17 for the head and torso (Fig. 1a),
and 10 for each pinna (Fig. 1b). In the present study were only
included these 35 subjects that have both HRIRs as anthropo-
metric parameters.

2.2. Preprocessing

The corresponding HRTFs were obtained by performing the
discrete Fourier transform of the HRIRs (zero-padded up to
256 samples). As the bandwidth under study was 0–15 kHz,18

N = 88 frequency components were selected (from 0 to
14.987 kHz with a resolution of about 172 Hz).

Of the 35 subjects selected, a randomly chosen group of
Q = 5 (called S5) was separated to validate the personal-
ized HRTFs by both methods. For the P = 30 remaining
subjects (called S30), the mean µh across all subjects, posi-
tions and both ears of the base 10 log-magnitude responses of
the HRTFs was calculated.18 This value was subtracted from
each HRTF to eliminate common characteristics of the group
S30, thus obtaining the preprocessed HRTFs hp for the subject
p. Then, the principal component analysis (PCA) method was
applied to this group. The PCA transforms a number of cor-
related variables into the same number of non-correlated vari-
ables (principal components, PCs). In addition, by reducing its
dimensionality, it highlights common characteristics and re-
veals hidden patterns in the group.19

The application of this method results in anN×N orthonor-
mal transformation matrix C, which contains the PCs, and a
P ×N weight matrix W for each position and each ear. Any
HRTF of a subject p for a specific position (θ, φ) can be com-
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Table 1. List of anthropometric measurements included in the CIPIC database.17

Variable Measurement Variable Measurement Variable Measurement
x1 Head width x10 Torso top height d2 × 2 Cymba concha height
x2 Head height x11 Torso top depth d3 × 2 Cavum concha width
x3 Head depth x12 Shoulder width d4 × 2 Fossa height
x4 Pinna offset down x13 Head offset forward d5 × 2 Pinna height
x5 Pinna offset back x14 Height d6 × 2 Pinna width
x6 Neck width x15 Seated height d7 × 2 Integral incisure width
x7 Neck height x16 Head circumference d8 × 2 Cavum concha depth
x8 Neck depth x17 Shoulder circumference θ1 × 2 Pinna rotation angle
x9 Torso top width d1 × 2 Cavum concha height θ2 × 2 Pinna flare angle

pletely reconstructed by:

hp(θ, φ) = wp(θ, φ)C+ µh with p = 1 . . . P ; (1)

where hp is a vector with length N that contains the HRTF for
any ear of subject p belonging to S30, wp is the p-th row vector
of matrix W, and µh is the mean calculated above.

Since the PCs derived from group S30 can be considered
generic PCs,8 they were used to obtain another Q×N weight
matrix W′ for each position and each ear for the group S5.
Taking Eq. (1) into account, it can be expressed as:

w′q(θ, φ) = (hq(θ, φ)− µh)C
T with q = 1 . . . Q;

(2)
where hq contains the HRTF for any ear of subject q belonging
to S5, w′q is the q-th row vector of matrix W′, and CT is the
transpose of C.

However, to obtain an effective decrease in the original data
dimension, a number L � N must be determined so that a
given HRTF can be reconstructed within a perceptually accept-
able error.20, 21 According to Kistler and Wightman,18 the first
5 PCs, which express 90% of the total variance of the original
log-magnitude HRTFs (according to their database), represent
the gradual changes of the HRTFs in the high frequency ac-
companying the position changes of the sound source.

The firstL = 6 PCs were used in this study because its accu-
mulated variance reached up to 90% using the CIPIC database.
Figure 2 shows that these PCs are constant and close to zero up
to about 2-3 kHz, and, therefore, the personalized HRTFs are
independent of the weight values. This suggests that there is
no dependence on the direction of incidence of the sound wave
in this frequency range. Conversely, PCs variation is notice-
able above 3 kHz. These variations contribute to the creation
of HRTF peaks and notches, which depend on the direction of
the sound waves, and arise due to the pinna dimensions and
shapes.18 Those dimensions are consistent with wavelengths
corresponding to frequencies above 3 kHz.

The reconstructed HRTFs for group S5 using W′ with six
PCs will be referred to as HRTFori.

2.3. Anthropometric Parameter Selection
The methodologies for selecting the relevant anthropometric

parameters are dissimilar, and the topic is approached almost
exclusively as a mathematical problem. In general, the anthro-
pometric parameters selection is based on assuming correla-
tion indexes, higher than a certain arbitrarily adopted value, be-
tween these parameters and the log-magnitude of the HRTFs.
Certain anthropometric measurements, whose influence in the
structure of HRTFs has been demonstrated in the literature,
tend to remain excluded. In addition, it calls the attention that
the parameters selected by different authors differ, even when

Figure 2. High frequency variation of the first 6 PCs (PC#1 at top, PC#6 at
bottom).

using the same database.9, 10 In this paper, it is proposed to use
those parameters that the literature has demonstrated to be sig-
nificant in the construction of the HRTFs in the median plane.

Shaw and Teranishi,22 in 1968, demonstrated the influence
of the pinna cavities on the production of characteristic reso-
nances of the external ear and developed an approximate me-
chanical model using simple geometric shapes.23, 24 In this
model, the concha is represented by a cylinder with one of
its extremes closed. They proved that the resonance central
frequency in 4.2 kHz (called mode 1), present in the HRTFs
for all positions, corresponded to λ/4, where λ is the depth of
the cylinder (10 mm). From this evidence, the anthropometric
measure cavum concha depth (d8) of CIPIC database was used
(Table 1). Shaw and Teranishi22 also demonstrated that if the
cylinder is replaced by a rectangular cavity, the first horizon-
tal mode (mode 4 in 12.1 kHz) appears and can be tuned by
varying the width of the rectangular cavity (≈17 mm). This
anthropometric measurement is equivalent to the cavum con-
cha width (d3). To produce the resonances in 7.1 kHz and
14.4 kHz (modes 2 and 5) these authors introduced a barrier
in the rectangular cavity which took into account the crus he-
lias. Therefore the following parameters were used of CIPIC
database: cavum concha height (d1) and cymba concha height
(d2).

The pinna rotation angle (θ1) was also selected. This param-
eter is considered to be relevant as it modifies the pinna’s ori-
entation in relation to the horizontal plane, which goes through
the interaural axis. The impact points of the waves on the pos-
terior wall of the concha change with this angle. According to
the reflection theory, the path travelled by the reflections pro-
duced in that region determines the notches’ central frequen-
cies, which vary systematically with the position of the sound

International Journal of Acoustics and Vibration, Vol. 20, No. 2, 2015 83



F. C. Tommasini, et al.: USAGE OF SPECTRAL DISTORTION FOR OBJECTIVE EVALUATION OF PERSONALIZED HRTF IN THE MEDIAN PLANE

source and act as the cues that the subject uses to localize a
sound source in the median plane.25–28 The pinna height and
width (d5 and d6), that characterize the pinna size, were also
selected.27

In summary, K = 7 anthropometric parameters for each ear
were selected: d1, d2, d3, d5, d6, d8, and θ1.

3. REGRESSION MODELLING

3.1. Multiple Linear Regression
The method consists of expressing a P × L weight matrix

W (for all the subjects in group S30) for a position (θ, φ) of
the sound source as a linear combination of the seven anthro-
pometric parameters selected:

W(θ, φ) = XB(θ, φ) +E(θ, φ); (3)

where X is the P × K matrix of the anthropometric parame-
ters of the subjects of group S30, B is the K × L regression
coefficient matrix, and E the P × L estimation error matrix.

Then, the regression coefficients are calculated as:6

B(θ, φ) =
(
XTX

)−1
XTW(θ, φ). (4)

With this regression coefficient matrix B and the Q × K
anthropometric parameter matrix Y of the subjects of group
S5, a Q × L weight matrix Ŵmlr for these subjects can be
estimated as follows:

Ŵmlr(θ, φ) = YB(θ, φ). (5)

Using these estimated weights and Eq. (1), the HRTFs for
any subject in group S5 can be reconstructed. These HRTFs
will be called HRTFmlr.

3.2. Artificial Neural Networks
An artificial neural network (ANN) is a computational

model that is inspired in the human brain, and since one of
its main characteristics is its learning capacity, it has been
widely used to describe non-linear input/output relationships
in different applications. In this case, several ANNs were used
to model a non-linear regression between the seven anthropo-
metric parameters and the first six weights of PCA. Feedfor-
ward ANNs trained by backpropagation algorithm were imple-
mented.29 A total of 50 feedforward ANNs for each ear were
necessary, i.e., one for each position in the median plane.

Each one of these ANNs has a three-layer architecture with
a tan-sigmoid transfer function in the hidden layer and a lin-
ear transfer function in the output layer. It has been proven
that any continuous function can be uniformly approximated
by a backpropagation network with only one hidden layer.30

The choice of the number of neurons in the hidden layer is
very important; however there is no general rule to know this
number beforehand. A great number of neurons in this layer
offer great flexibility due to the fact that the network has more
parameters to be optimized. Yet, if this number becomes too
large, it can cause sub-characterization problems and the net-
work has to optimize more parameters than necessary. To esti-
mate this number, the amount of hidden neurons was gradually
increased between 5 and 25. The minimum error was reached

with 18 hidden neurons. Therefore, the structure for each ANN
was 7-18-6.

The anthropometric parameters and the weights wp of the
group S30 were used for the training phase. For the testing
phase, the anthropometric parameters and the weights w′q of
group S5 were used. In the training and testing phase, both
the inputs and outputs were normalized. All the ANNs were
trained by the bayesian regularization method for up to 200
iterations to an error goal of 0.02, allowing better generaliza-
tion. The output performance measurement was the sum of the
square errors. This method and the previous one were devel-
oped using the MATLAB environment.

The inputs for each network were the seven selected anthro-
pometric measurements, and the outputs were the estimation
of first six weights composing the Q× L matrix Ŵann.

Now, using the weight matrix Ŵann and Eq. (1), the HRTFs
for group S5 were calculated. These HRTFs will be referred to
as HRTFann.

4. RESULTS

First, the errors between the HRTFori and the HRTFs esti-
mated by both methods (HRTFmlr and HRTFann) in the me-
dian plane were evaluated. The mean square difference of the
log-magnitude of the HRTFs was used, i.e., the spectral distor-
tion (SD):12

SD(θ, φ) =

√√√√ 1

N

N∑
i=1

(
h(θ, φ, fi)− ĥ(θ, φ, fi)

)2
[dB];

(6)
where h is a frequency component value of the HRTFori, ĥ is
that estimated (HRTFmlr and HRTFann), and N = 88 is the
number of frequency components, representing a range of 0–
15 kHz.

Figure 3a shows the average SD scores across all subjects of
group S5 for all the positions in the median plane and left ear.
The SD scores plus/minus one standard deviation obtained by
both methods are shown in Fig. 3b. Notice that deviations for
the HRTFann are lower than those for the HRTFmlr. The SD
scores obtained with ANNs method are similar, in almost all
positions, to those reported by other studies for the horizontal
plane.6, 10

Second, to verify whether any method is significantly bet-
ter, a t-test (with significance level α = 0.01) to compare one
sample mean to an accepted value was carried out for group
S5. Given that the average differences of the SD scores of both
methods follow a normal distribution, the following hypothe-
ses were stated:

H0 : SDann − SDmlr ≥ 0;

H1 : SDann − SDmlr < 0; (7)

where SDann is the average SD score for the ANNs method
and SDmlr the average SD score for multiple linear regression.
Note that these hypotheses constitute a one-tailed test. The null
hypothesis will be rejected if SDann < SDmlr.
H0 was rejected (t = −8.9721, p < 0.01). This implies that

the ANNs method has, on average, a significantly lower SD
score than that of multiple linear regression for the subjects in
group S5. According to this result, the nonlinear regression
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Figure 3. (a) Average SD scores across subjects of S5 and (b) standard devia-
tion, for all the positions in the median plane and left ear.

method using ANNs would fit better than the multiple linear
regression in the median plane.

5. DISCUSSION

In general, and as anticipated by Fig. 3, the SD scores are
lower for the HRTFann for all the subjects S5 and all the po-
sitions analysed. This is because the ANNs are better able to
generalize from the examples learned during their training.

Due to the fact that the SD integrates the errors in a specific
frequency range, and the results obtained for group S5 differ
significantly from subject to subject, it is necessary to analyse
the goodness of fit in further detail. Table 2 shows the average
and standard deviation (STD) of SD scores of the group S5
for all positions of the median plane for both methods. The
subjects with the lowest and the highest average SD (average
error), subject 020 and subject 018 respectively, were studied
for four selected elevation angles: −45◦, 0◦, +45◦, +90◦, i.e.,
in the frontal hemisphere, below and above the interaural axis.

Figure 4 shows the HRTFori, the HRTFmlr, and the
HRTFann for subjects 020 and 018 for the selected positions
and left ear. As can be seen, the differences in levels of fit-
ting accuracy between the subject’s position and personaliza-
tion methods are considerable in almost every position and for
both subjects. However, the question is whether these differ-
ences are significant from the perceptual point of view.

Table 2. Average and standard deviation (STD) of SD scores of the group S5
for all positions of median plane and both methods (all values are in dB).

Linear regression ANNs
Subject Average STD Average STD

027 3.46 1.50 3.13 1.06
020 3.35 1.45 3.08 1.52
018 5.56 1.81 4.69 1.33
010 4.24 1.39 3.76 1.20
003 4.71 1.30 4.01 1.13

Abundant literature has proven the perceptual importance
and relevance of the HRTFs spectral profiles in the median
plane. The variations of the resonance and notches’ central
frequencies with the elevation for frequencies higher than 4
kHz are the important cues the pinna gives to localize a sound
source in the median plane.1, 24, 25, 31, 32

Iida et al.31 aims at investigating which peaks and notches
in the HRTFs spectrum, above 4 kHz, play a predominant role.
First of all, the change in the characteristic parameters of the
first notch (called N1) and the second one (called N2), such
as the central frequencies and levels, are important cues in the
perception of elevation. These findings agree with those re-
ported by Hebrank and Wright.25 Yet, a single peak or a single
notch does not provide enough information so as to localize the
elevation of a sound source emitting broadband noise.31 The
first peak (called P1), between 4 and 5 kHz, cannot collaborate
with the perception of elevation by itself. However, it seems
that the auditory system might use P1 as reference information
to analyse N1 and N2 notches.

Peak P1 and notches N1 and N2 for the group S5 will be
analysed below.

5.1. Characteristic Resonance
All graphs of Fig. 4 have the good fit in the low frequen-

cies below 4 kHz in common. The reason for this is that the
first six PCs only include the behavior of the HRTFs in high
frequencies (Fig. 2) and, consequently, the HRTFs variations
in low frequencies (where torso and shoulder influence is rele-
vant) cannot be seen.16, 18, 33

Figure 4 clearly reproduces the central frequency of a wide
resonance in about 4 kHz (P1). The central frequency differ-
ences for the characteristic resonance between the HRTFori,
and the HRTFs estimated for both methods (HRTFmlr and
HRTFann) are in the order of the thresholds determined by
Moore et al.34 (< 5.6%). Shaw24 called it mode 1 and de-
scribed it as independent of the direction of incidence (omni-
directional). Additionally, the sound pressure differences are
lower to the thresholds established also by Moore et al., who
concluded that the threshold to discriminate a change of sound
pressure level from a peak overlapped to broadband noise is
2–3 dB. Therefore, for most positions, the reproduction of P1
is acceptable for both methods and subjects.

5.2. Characteristic Notches
The notches, between 5 and 15 kHz, are produced by the

interaction of a direct wave, which reaches the entrance of the
ear canal and the reflections caused in different regions of the
pinna. They are another important spectral characteristic in the
median plane.

The first notch (N1) is the result of reflections produced
in the posterior wall of the concha.25, 26, 31, 32 The central fre-
cuency varies systematically with the position between −45◦
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Figure 4. HRTFori, HRTFmlr and HRTFann for subjects 020 (left column) and 018 (right column).

86 International Journal of Acoustics and Vibration, Vol. 20, No. 2, 2015



F. C. Tommasini, et al.: USAGE OF SPECTRAL DISTORTION FOR OBJECTIVE EVALUATION OF PERSONALIZED HRTF IN THE MEDIAN PLANE

Figure 5. Errors of central frequencies of N1 notches for subjects 020 and
018.

and +45◦. The second notch (N2) appears between −45◦ and
0◦, whose frequency is almost constant and may be caused by
the presence of the crus helias and the fossa in the concha.26, 33

The error of central frequencies and of sound pressure val-
ues of N1 notches for both subjects between −45◦ and +45◦

was measured. The error of central frequencies was calculated
as a percentage of center frequency of the HRTFori. Negative
errors imply that the central frequency of notches of the per-
sonalized HRTFs shifted to the high frequencies, while posi-
tive errors mean the opposite.

The results obtained for the left ear of both subjects (Fig. 5)
are completely dissimilar. For subject 020, the errors for N1
notches are negative for most positions and both methods. This
would cause a systematic shift in the perception of the position
of a static sound source, provided that the difference of the N1
central frequencies can be discriminated. Moore et al.34 have
investigated the detection and discrimination of a single spec-
tral notch overlapped to a broadband noise, both for the cen-
tral frequency and for the sound pressure value. They estab-
lished that differences higher than 8.3% can be discriminated.
There are positions in Fig. 5 in which this value is largely ex-
ceeded for both personalization methods. The perceptual con-
sequences for subject 018 might still be more serious. In the
−45◦ to 0◦ range, the error is positive for both methods, and
the fit is better for the linear method (< 8.3%). However, in
the proximity of 0◦ and up to +45◦ the error changes sign and
increases its absolute value. This might produce severe errors
when judging the position of a static source and a change of

Figure 6. Errors of sound pressure levels of N1 notches for subjects 020 and
018.

direction at 0◦ for a dynamic source that moves from bottom
to top and vice versa.

Figure 6 shows the errors of sound pressure values in the
notches for the left ear (difference between the HRTFori and
the HRTFmlr and HRTFann levels in the N1 notch frequen-
cies). Both subjects exhibit a systematic error variation with
the position, but in different directions. In some positions, the
error changes sign and, for most positions, it is higher than
the just-noticeable difference (jnd) measured by Moore et al.
(2–3 dB).34 N2 could not be evaluated because this notch is
not present in the personalized HRTFs, for most analysed po-
sitions.

Despite the fact that the SD scores of ANNs are lower than
those of the multiple linear regression and are in the range
validated by other authors, it has been proven that the errors
obtained from analysing the notches’ central frequencies and
levels could be discriminated theoretically.

On the other hand, some authors propose methods to cor-
rect the notches’ central frequencies,5, 35 which consist of cor-
relating them with pinna measurements, and choose those with
the highest values. Then the central frequencies are estimated
by multiple linear regression. The purpose of this is to find
the closest local minimum of the personalized HRTF to the
notches’ central frequencies considered. Finally, the notches’
central frequencies in the personalized HRTF are modified by
using the estimated ones from the subject’s pinna parameters.

Nowadays, the trend is to use different methods to gener-
ate the resonances and the notches. It is assumed that notches
are originated from destructive interference between the direct
and reflected waves produced in specific areas of the pinna.
In 2010, Spagnol et al.36 determined the possible reflection
paths of the pinna. Thus, they determined the time delays be-
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tween the direct and reflected wave at the entrance of the ear
canal, which depend on elevation. From these results, it was
possible to design comb filters to generate the notches of per-
sonalized HRTFs. In a recent article,37 the same authors, im-
plemented a model for real-time HRTF synthesis that extracts
the pinna contours from a picture and, by means of ray-tracing,
direction-dependent distances (and time delays) are estimated.
Finally, based on the anthropometry-based pinna model,38 they
proposed a model, extended to a wider region of the frontal
hemisphere, which includes multiple reflection paths using a
multi-notch filter suitable for anthropometric parameterization.

6. CONCLUSIONS

In order to analyse the validity of SD as a measure of the
quality of the HRTF personalization in the median plane, a
procedure that performs PCA to the CIPIC HRIR database
was used. The weights of PCA for a group of 30 subjects
were estimated by two methods: multiple linear and non-
linear (ANNs) regressions, using seven anthropometric mea-
surements selected. The personalized HRTFs for this group
with six PCs resulting from both methods were compared with
the reconstructed HRTFs of five subjects outside the previous
group.

From this study, it was concluded that the ANNs are bet-
ter than multiple linear regression for HRTF personalization in
the median plane, taking into account the SD scores. How-
ever, from the objective analysis carried out on two subjects
(lowest and highest SD mean), it is impossible to figure out
which method is better. The error values of the central fre-
quency and level of the characteristic peak and notches in the
median plane, between the HRTFs measured and those esti-
mated, could be discriminable and might produce localization
errors. Neither conclusions could be inferred from the fact
that the personalized HRTFs of the subject with the lowest SD
mean fits better than those of the subject with the highest SD
mean. Thus, the SD, that is, the euclidean distance between
both spectra integrated in a specific frequency range, is not a
reliable indicator to assess the goodness of fit in the median
plane, from the localization point of view, where the spectral
notches are highly significant. However, the potential useful-
ness of the SD should be noted as a measure to assess differ-
ences in sound timbre between the measured and the person-
alized HRTF, for which it is necessary to perform subjective
studies.

The construction of personalized HRTFs requires further
knowledge of which anthropometric parameters are involved
in the generation of the spectral cues. It is not clear yet which
measurements of the anatomical features are the most domi-
nant in the HRTFs characteristics, nor the selection method.
Using unidimensional measurements from the pinna cavities
could be appropriate to estimate some of the characteristic res-
onances of the external ear.22, 24 However, it is crucial to have
the anatomical form of the pinna to precisely determining the
central frequencies of characteristic notches.25, 26, 28

In our laboratory, the subject’s own HRTFs are mea-
sured, and its anatomical features are identified using three-
dimensional image processing techniques. These results will
enable subjective evaluation in future works.
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This paper examines the dynamical behaviour of a nonlinear oscillator which models a two-degree-of-freedom
quarter-car system forced by the road profile. The influence of two time delays in the system, which is generally
due to the inherent dynamics of the actuator, is studied. The asymptotic and technical stability domain is obtained
by using Bogusz’s stability criterion for a two-degree-of-freedom system. The results obtained from Lyapunov’s
and Bogusz’s stability criterions are compared. The numerical results obtained are found to be in good agreement
with the analytical predictions.

1. INTRODUCTION

Li et al. investigated a possible chaotic motion in a non-
linear vehicle suspension system, which is subject to a multi-
frequency excitation from a road surface.5 Litak et al. investi-
gated global homoclinic bifurcation and the transition to chaos
in the case of a quarter-car model excited kinematically by a
road surface profile.6 Siewe Siewe investigated resonance, sta-
bility, and the chaotic motion of a quarter-car model excited by
a road surface profile.11 All controllers exhibit a certain time-
delay during operation. Many researchers have studied the be-
haviour of delayed differential equations. Zhang et al. studied
the stability of the delayed differential equations.13 Wirkus
and Rand investigated the dynamics of two van der Pol oscilla-
tors with delay velocity coupling with special attention to the
bifurcation accompanying the change in number and the sta-
bility of the solutions.9 Gohary studied the vibration suppres-
sion of a dynamical system to multi-parametric excitations via
a time-delay absorber.3 Naik & Singru studied the stability of
a single-degree-of-freedom system.8

The dynamics of a quarter-car model with nonlinear sus-
pension characteristics was studied by Li et al. and Shen et
al.4, 10 Recent efforts by Borowiec et al. have been focused on
the excitation of the automobile by a road surface profile with
harmful noise components.2 Hysteretic nonlinear suspension
was studied by Yang et al.12

This paper deals with the dynamics of a quarter-car model
with an active vehicle suspension system. The influence of
delay in the system, which is generally due to the inherent dy-
namics of the actuator, is studied. The time delay systems are
usually of infinite dimension; an attempt is made to reduce
them to a finite dimension since the operating time delays in
the system under consideration are small (Processing Time &
Actuator Delays). The technical stability domain is obtained
by using Boguszs stability criterion on the finite time domain.
The asymptotic stability is derived for unequal time delays.

Figure 1. The quarter-car model active control.

The stability of the two models are investigated, and the results
are compared. The results are validated by numerical simula-
tions.

2. TWO-DEGREE-OF-FREEDOM QUARTER-
CAR SYSTEM

Figure 1 shows the closed-loop active control for the vehi-
cle system. This system represents an active vehicle suspen-
sion system with non-linearity in the dampers; the parameters
considered are similar to that of the single-degree-of-freedom
system considered in the previous section.

The equation of motion is assumed to have the following
form:

mu Z̈u − k(Zs − Zu)− kt(Z0 − Zu) + U(t) = 0;

ms Z̈s + k(Zs − Zu)− U(t) = 0; (1)
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where U(t) is the active control force

U(t) = −C2(Żs − Żu)3 +KAuZu(t− τ1)+

KAsZs(t− τ2) + ...

+CAuŻu(t− τ1) + CAsŻs(t− τ2)− C1(Żs − Żu); (2)

ω2
u =

(
k+kt
mu

)
; ω2

s =
(
k
ms

)
; K1 =

(
k
mu

)
; C1 =

(
c1
mu

)
;

C2 =
(
c2
mu

)
; K1u =

(
KA1

mu

)
; K2u =

(
KA2

mu

)
; C1u =(

CA1

mu

)
; C2u =

(
CA2

mu

)
; C3 =

(
c1
ms

)
; C4 =

(
c2
ms

)
; K1s =(

KA1

ms

)
;K2s =

(
KA2

ms

)
; and C1s =

(
CA1

ms

)
; C2s =

(
CA2

ms

)
;

where ωu = unsprung mass natural frequency, ωs = sprung
mass natural frequency, KAu are semi-active stiffness for un-
sprung mass, KAs are semi-active stiffness for sprung mass
CAu semi-active damping for unsprung mass, CAs semi-active
damping for sprung mass, τu, τs are the time-delays associ-
ated with unsprung and sprung mass, and the parameters are
as follows:1 ms = 200 kg; mu = 40 kg; k = 9000 Nm-1 ;
kt = 160,000 Nm-1; k2 = -300,000 Nm-3; c1 = 10,000 Nsm-1;
c2 = -25,000 Ns3m-3;CAs =1000 Nsm-1;CAu =-10,000 Nsm-1;
KAs = 250000 Nm-1; KAu = 50000 Nm-1.

3. LYAPUNOV STABILITY FOR TWO-
DEGREE-OF-FREEDOM-SYSTEM

The asymptotic stability as t → ∞ is studied for the two-
degree-of-freedom system, and the results are compared with
the technical stability criterion. The time-delay systems are
usually infinite dimensional. An attempt is made to reduce
them to a finite dimension since the operating time delays in
the system under consideration are small (Processing Time &
Actuator Delays).

Expanding the function U(t) into Taylor’s series including
only the first term of the function U(t):

U(t) = −C2(Żs − Żu)3 +KAuZu(t) + τuKAuŻu(t)

+KAsZs(t) + τsKAsŻs(t) + ...

+CAuŻu(t) + τuCAuZ̈u(t) + CAsŻs(t)

+τsCAsZ̈s(t)− C1(Żs − Żu). (3)

Since the non-homogeneous equation’s stability is preserved
when the stability of the homogeneous equations hold, the sta-
bility of the homogeneous equations are investigated, and we
neglect the third power. Substituting Eq. (3) into Eq. (1) and
considering only linear terms we obtain:

(1 + τuC1u )Z̈u + (K1u + ω2
u)Zu(t)

+(C1 + C1u + τuK1u)Żu(t) + (K2u −K1)Zs(t)+

+(τsK2u − C1 + C2u)Żs(t) + τsC2uZ̈s(t) = 0; (4)

(1− τsC2s)Z̈s + (ω2
s −K2s)Zs

+(C3 − τsK2s − C2s)Żs(t)− (C3 + τsK1s + C1s)Żu(t)+

+(K1s − ω2
s)Zu − τuC1sZ̈u(t) = 0;

(5)

Z̈u + α1 Zu(t) + α2 Żu(t) + α3 Zs(t)

+α4 Żs(t) + α4 Z̈s(t) = 0; (6)

Z̈s + β1Zs + β2Żs(t) + β3 Żu(t) + β4Zu + β5 Z̈u = 0;

(7)

where α1 =
(K1u+ω2

u)
(1+τuC1u ) , α2 = (C1+C1u+τuK1u)

(1+τuC1u )

α3 = (K2u−K1)
(1+τuC1u ) , α4 = (τsK2u−C1+C2u)

(1+τuC1u ) and α5 =
τuC2u

(1+τuC1u )

and β1 =
(ω2

s−K2s)
(1−τsC2s) , β2 = (C3−τsK2s−C2s)

(1−τsC2s)

β3 =
(K1s−ω2

s)
(1−τsC2s) , β4 = (C3+τsK1s+C1s)

(1−τsC2s) and β5 = τsC1s

(1−τsC2s) .
Substituting Eq. (6) into Eq. (7) we obtain:

Z̈u = a1 Zu + a2 Zs + a3 Żu + a4 Żs. (8)

Substituting Eq. (7) into Eq. (6) we obtain:

Z̈s = b1Zu + b2Zs + b3 Żu + β4 Żs; (9)

where a1 = −
[
α1−α5 β4

1+α5 β5

]
, a2 = −

[
α2+α5 β3

1+α5 β5

]
a3 = −

[
α3−α5 β1

1+α5 β5

]
, a4 = −

[
α4−α5 β2

1+α5 β5

]
and

b1 = −
[
β4+β5 α1

1+α5 β5

]
, b2 = −

[
β1+β5 α3

1+α5 β5

]
b3 = −

[
β5 α2−β3

1+α5 β5

]
, b4 = −

[
β2+β5 α4

1+α5 β5

]
. In the state space

form

ẋ1 = x3

ẋ2 = x4

ẋ3 = a1 x1 + a2 x2 + a3 x3 + a4 x4

ẋ4 = b1 x1 + b2 x2 + b3 x3 + b4 x4

 (10)

where x1 = Zu, x2 = Żu, x3 = Zs and x4 = Żs, and the
characteristic determinant associated with the Eq. (10) has the
form

W =

∣∣∣∣∣∣∣∣
−λ 0 1 0

0 −λ 0 1

a1 a2 a3 − λ a4

b1 b2 b3 b4 − λ

∣∣∣∣∣∣∣∣.
The determinant takes the form

W = λ4 − (a3 + b4)λ3 − a1 λ
2

+(b2 + a1 b4 − b1 a4)λ

+a2 b3 − b2 a3 + a1 b2 − b1 a2. (11)

The following characteristic equation is obtained:
λ4 +A3 λ

3 +A2λ
2 +A1 λ+A0 = 0,

where
A3 = −(a3 + b4) , A2 = −a1,

A1 = (b2 + a1 b4 − b1 a4)

andA0 = a2 b3−b2 a3+a1 b2−b1 a2. The necessary condition
for the stability of the system is

A3 > 0 , A2 > 0 , A1 > 0 andA0 > 0. (12)

The sufficient conditions of the system require the positiveness
of the determinants

D1 > 0, D2 > 0, D3 > 0 andD4 > 0; (13)
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Figure 2. The stability region AREA I for τu > τs and AREA II for τs > τu
(Lyapunovs Stability).

where D1 = A3, D2 =

∣∣∣∣ A3 1

A1 A2

∣∣∣∣ ,
D3 =

∣∣∣∣∣∣
A3 1 0

A1 A2 A3

0 A0 A1

∣∣∣∣∣∣ andD4 =

∣∣∣∣∣∣∣∣
A3 1 0 0

A1 A2 A3 1

0 A0 A1 A2

0 0 0 A0

∣∣∣∣∣∣∣∣.
Now consider two cases
(i) The time delay associated with the sprung mass dynamics
is greater than that of the unsprung mass dynamics i.e. τs > τu
and
(ii) The time delay associated with the unsprung mass dy-
namics is greater than that of the sprung mass dynamics i.e.
τu > τs,
where the delay difference is φ = τs− τu > 0 for τs > τu and
φ = τs − τu < 0 for τu > τs.

The conditions in Eqs. (12) and (13) are plotted by using
MATLAB 11 by considering the parameters given in Section 3
above. Figure 2 indicates that the stability regions are the areas
below the two curves where A is the amplitude of vibrations.
Comparing both of the curves, one can observe that in the case
of τs > τu, the area below the curve (AREA II) is greater than
the area for τu > τs (AREA I). The domain located below
the curve, where the control is efficient is greater for τs > τu.
Therefore vibration control is efficient for τs > τu. It can
be easily found from Fig. 2 that for the delay difference φ =

τs − τu < 0.24, the control is efficient for τs > τu, and for
τu > τs the control is efficient for φ = τs − τu < 0.11.

The nonlinear differential Eq. (1) is numerically simulated
to obtain the Poincaré section (plot of velocity v/s displace-
ment) by using the dde23 module of MATLAB with a numer-
ical accuracy of 10-8 . Figure 3 indicates the regular motion
of the sprung mass for τu > τs and φ = 0.02 . Figure 4 and
Figure 5 indicate the periodic motion of the sprung mass and
the unsprung mass for τs > τu and φ = 0.2. Figure 6 indi-
cates the chaotic motion of the sprung mass for τs > τu and
φ = 0.24. Figure 7 indicates the chaotic motion of the sprung
mass for τu > τs and φ = 0.15, which is much lower com-
pared to τs > τu. Figure 8 indicates the chaotic motion of the
unsprung mass for τu > τs and φ = 0.15.

Figure 3. Poincaré section of sprung mass for τu > τs, φ = 0.02 (Period
one).

Figure 4. Poincaré section of sprung mass for τs > τu and φ = 0.2 (Period
one).

Figure 5. Poincar section of unsprung mass for τs > τu and φ = 0.2 (Period
one).

Figure 6. Poincaré section of sprung mass for τs > τu and φ = 0.24.
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Figure 7. Poincar section of sprung mass for τu > τs, φ = 0.15.

Figure 8. Poincaré section of unsprung mass for τu > τs, φ = 0.15.

4. TECHNICAL STABILITY FOR TWO-
DEGREE-OF-FREEDOM-SYSTEM

The observation time is often limited and relatively short due
to the type of excitation. In such cases, we are interested in the
first few seconds of the system’s motion.1 From a practical
point of view, the possibility of defining the proximity of the
solutions would be advantageous. Let the initial conditions
field Γ for t = t0 = 0 be:

Γ ≡
{
c1 x

2
1 + c2x

2
2 + c3x

2
3 + c4x

2
4 < r2

0

}
. (14)

The field of acceptable solutions λ for t ≤ T , is assumed as:

λ ≡
{
c1 x

2
1 + c2x

2
2 + c3x

2
3 + c4x

2
4 < R2

0

}
; (15)

while values r0 < R0 so that condition Γ ∈ λ is fulfilled.
Bogusz’s function will take the form of:

V (x1, x2, x3, x4) =
1

2

(
A x2

1 +B x2
2 + C x2

3 +Dx2
4

)
;

(16)
where A > 0, B > 0, C > 0, and D > 0. If there exists a
number C0 such that

C0 = inf
xi∈Γ

[V (x1, x2, x3, x4)]

=
1

2

(
A . r2

1 +B . r2
2 + C . r2

3 +D . r2
4

)
; (17)

Figure 9. The stability region for τu > τs is shown by the solid curve, and
for τs > τu it is shown by the dotted curve.

and a number C1 such that

C1 = sup
xi∈Γ

[V (x1, x2, x3, x4)]

=
1

2

(
A .R2

1 +B . R2
2 + C .R2

3 +D .R2
4

)
; (18)

where
Γ
λ ≡

{
r2
1 < x2

1 ≤ R2
1, r

2
2 < x2

2 ≤ R2
2, r

2
3 < x2

3 ≤ R2
3,

r2
4 < x2

4 ≤ R2
4

}
.

The derivative of Bogusz’s function along the solutions of the
studied system

dV

dt
=
∂V

∂x1
ẋ1 +

∂V

∂x2
ẋ2 +

∂V

∂x3
ẋ3 +

∂V

∂x4
ẋ4. (19)

Calculating the derivative of Eq. (19) by using Eq. (10) we
obtain:

dV

dt
= C . a3 . x

2
3 + D. b4 . x

2
4 + D. b1 . x1. x4

+(A+ C . a1) . x1. x3

+C. a2 . x2. x3 + (B +D . b2) . x2. x4

+(C . a4 +D . b3) . x3. x4. (20)

The condition of the system’s stability at the stationary state
fulfils the following inequality:

sup

{
dV

dt

}
xi∈Γ/λ, t1≤t≤t1+T

< (C1 − C0)/T. (21)

The technical stability is defined by the factor FT

FT =
(C1 − C0)

T
− dV

dt
. (22)

If FT is maximum (positive) then the system is stable.

Figure 9 shows two curves; τu > τs is shown by the solid
curve, and τs > τu is shown by the dotted curve. The curve
for τs > τu occupies a higher position in the plot, indicating
better stability conditions. Figure 3 indicates that FT is lower
for τu > τs. The control is efficient and is greater for τs > τu.
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5. RESULTS AND DISCUSSION

Technical stability within definite time in Bogusz’s sense
was studied for finite time. Then the asymptotic stability was
studied by using the Lyapunov method. We have considered
two cases (i) τs > τu and (ii) τu > τs, where the delay differ-
ence is φ = τs − τu < 0 for τs > τu.
It was found that the vibration control is efficient for τs > τu
by using the Lyapunov stability criterion. It can be easily found
that for the delay difference φ = τs − τu < 0.24, the control
is efficient for τs > τu, and for τu > τs the control is efficient
for φ = τs− τu < 0.11. Therefore the control domain is better
for τs > τu.

The chaotic and unstable motion of sprung and unsprung
mass was found for τu > τs and φ = τs − τu > 0.11. The
periodic motion of sprung and unsprung mass was obtained
for τs > τu. The stability region is higher for higher a value
of FT in the case of Bogusz’s stability criterion. FT is higher
in the case of τs > τu and lower for τu > τs. The control
is efficient and is greater for τs > τu. The above results are
verified by using numerical simulations.

6. CONCLUSION

We are interested in the stability of the vehicle for finite
time. Vibration control is efficient for τs > τu. Both Lya-
punov’s and Bogusz’s stability criterion are useful for defining
the stability of the given system. The present quarter-car model
is able to capture the major dynamics that occur in the vehicle
system.
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Vibration signals are a widely used technique for machine monitoring and fault diagnostics. However, it is nec-
essary to select a suitable pattern that represents the condition of the machine. Wavelet Packet Transform (WPT)
provides a high potential for pattern extraction. Several factors must be selected and taken into account in the
wavelet transform application such as the level of decomposition, the suitable mother wavelet, and which frequency
bands (obtained from the decomposition process) contain the necessary information for the diagnosis system. The
selection of the parameters commented above is a complex task that depends on many factors. Most of the works
found in the literature select these factors based on experience, graphical methods, or trial and error methods. In
this work, a method based on the relative wavelet energy is developed in order to automatically select the param-
eter defined by the WPT. The selection allows for the efficient extraction of the most suitable patterns for a later
classification and fault detection process. In order to prove the soundness of the method proposed, a Jeffcott rotor
model with four crack levels will be developed, and the vibratory signals provided by this model will be used for
the monitoring condition.

NOMENCLATURE
WT Wavelet Transform
FT Fourier Transform
MRA Multirresolution Analysis
ANN Artificial Neural Network
CWT Continuous Wavelet Transform
DWT Discrete Wavelet Transform
WPT Wavelet Packets Transform
Db6 Daubechies 6
RBF Radial Basis Function Neural Network

1. INTRODUCTION

The study of the vibration signal is a main technique in the
study and diagnosis of the failures in rotator and structural ele-
ments, which is one of the main objectives in condition-based
maintenance. The concepts, procedures, and challenges of this
kind of maintenance are consolidating for real industrial prac-
tice.1 There are several methods focused in the fault detec-
tion, mainly with the intention of extracting behaviour patterns
able to identify a failure. Among them, the Wavelet Transform
(WT) is one of the techniques that has been adopted by a vast
amount of applications, frequently replacing the conventional
Fourier Transform (FT); however, sometimes it is still used in
combination with other techniques as intelligent classifiers, as
in the case of Wang and Chen.2 Peng et al. carried out a biblio-
graphical review on the application of WT on vibration signals
to monitoring and fault diagnosis in machines.3 Researchers
such as Douka et al. have developed a method of crack identifi-
cation for structures based on the continuous wavelet analysis.4

Adewusi5 presented an experimental study, using the wavelet
analysis in vibratory signals provided by a rotor. In this previ-
ous work, the configuration was performed in a cantilever and
with a V-notch of 4 mm, propagating a transversal crack.

Specifically for industrial maintenance, the diagnostics of
cracked rotors is a critical subject. This area has focused
the attention of many researchers in the last decades. A lot
of studies about the dynamics of cracked rotating machinery
have been carried out with different methods in order to de-
tect the effects of cracks. Concretely, dynamics and modelling
of cracked shafts have been highly developed; however, the
inverse problem of the identification of cracks has not been
commonly included.6 A lot of studies have tried to character-
ize the behaviour of rotors.7, 8 Some wide reviews about the
behaviour and modelling of cracked rotating machinery can be
consulted,9, 10 as well as more recent studies about this issue.11

The most common cracks are superficial and transversal that
breathe, i.e, that open and close during rotation. There are
a lot of theoretical works that propose models of the breath-
ing phenomena.6 Some classical approximations are the Gash
function12 and the Mayes and Davies function.13 A review of
the classical and modern breathing functions can also be con-
sulted.14

Related to rotatory elements, WT theory combined with in-
telligent classification systems has been applied with success
in the last decade in vibration signals from rotors15 rolling
bearing elements using the Continuous Wavelet Transform
(CWT)16 or Discrete Wavelet Transform (DWT).17, 18 In all
cases, the selection of the mother wavelet for the transfor-
mation is carried out based on experience, and the test of the
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most common mother wavelet is used (Morlet, Haar, and the
Daubechies family). Related to the level of decomposition,
the process is the same, and the authors represent and test dif-
ferent decomposition levels and select the level that presents
the biggest differences between the conditions. With non-
stationary signals, that means that we are not sure if the se-
lection is the optimum for our purpose, and, obviously, if the
machine condition changes (load, rolling element type, or ge-
ometry) the patterns will not be the most representative.

Wavelet Packet Analysis (WPT) is based in the DWT anal-
ysis, and consists of an improvement of the MRA. Wavelet
Packets coefficients can be directly used as features, and they
present a high sensibility to failures.19 In summary, many
kinds of fault characteristics can be obtained, principally with
the Wavelet coefficients or the Wavelet energy. Since the
Wavelet coefficients will highlight the changes in signals,
which often predict the occurrence of the fault, the Wavelet
coefficients-based features are suitable for early fault detec-
tion. However, because slight changes on signals often have
small energy, these changes will be easily masked in Wavelet
energy-based features.

In the present work, the energy of the coefficients obtained
from the WPT will be used in order to automatically select the
feature pattern that better describes the fault condition. The
mother wavelet applied will be the Daubechies 6 (db6). The
coefficients obtained will be used to calculate the energy val-
ues in many frequency bands, which will help to find failure
patterns to make reliable diagnoses. The study also shows a
novel methodology to select the most suitable decomposition
level for all applications. The methodology allows the auto-
matic selection of this level. The method will be applied to
vibratory signals obtained from the startup of a Jeffcott rotor
model that includes the Gash breathing function to model the
cracks.

2. WAVELET PACKETS TRANSFORM

Wavelet packets transform (WPT) is a generalized form of
the Discrete Wavelet Transform (DWT). The DWT of a sig-
nal x = {x[i]} is decomposed simultaneously using a high-
pass filter (h) and a low pass filter (g) with impulse response.
Output gives the detail coefficients (D) from the high-pass fil-
ter and the approximation coefficients (A) from the low-pass
one.20 It is important to note that both filters are related one
to each other, and they are known as a quadrature mirror filter.
However, since half of the frequencies of the signals have now
been removed, half of the samples can be discarded according
to Nyquist’s rule.21 The filter outputs are then downsampled
by two as Eq. (1):

ylow[n] =
N∑
i=0

x[i] g[2n− i];

yhigh[n] =
N∑
i=0

x[i]h[2n− i]; (1)

where N is the size of the signal x. This decomposition has
halved the time resolution since only half of each filter output
characterizes the signal. However, each output has half the
frequency band of the input so the frequency resolution has
been doubled.

Figure 1. WPT coefficients nomenclature for a decomposition level of 3.

The downsampled signals from the low-pass filter and high-
pass filter are referred to as first-level approximation (A) and
detail (D) coefficients, respectively. To get the second-level,
the application of the filters to coefficients A and D gives as
result the approximation of approximation (AA), detail of ap-
proximation (DA), approximation of detail (AD), and detail of
detail (DD) coefficients, the same procedure is repeated for the
rest of levels.

The number of packets generated corresponds to 2k where
k is the decomposition level. As an example, for a decompo-
sition level 3, 8 packets are obtained and for a level 10, 1024
packets will be generated. At every level of decomposition, the
frequency resolution is doubled when filtered while the time
resolution is halved by downsampling operation. This decom-
position is repeated to further increase the frequency resolution
and to reduce the amount of approximation coefficients. This
is represented as a binary tree with nodes in a sub-space with
different time-frequency localization, and it is shown in Fig. 1.

The tree presented is known as a filter bank.17 At each level,
the signal is decomposed into low and high frequencies. For
example, using a sample frequency of 5000 Hz, the bandwidth
that can be reconstructed is 2500 Hz. In this case, the band-
width covered by each packet for decomposition level 3 cor-
responds to 312.5 Hz, while the range of each packet for a
decomposition level 10 is 2.4 Hz, which corresponds to a quite
narrow band. The reduction of bandwidth as the WPT decom-
position level increases can be seen in Fig. 5a. Due to the de-
composition process, the input signal must be a multiple of 2k.

2.1. Relative Wavelet Energy

The energy concept used in the WPT analysis is related to
the known concept derived from the Fourier theory.19 As a
previous step to the energy calculus, the selection of a mother
wavelet ψ(t) and the decomposition level k must be done. The
energy (Ej) of each packet (j) at each decomposition level (k),
is obtained from the energy of the coefficients of each packet
that can be represented as dk

j = {dkj (1), dkj (2), . . . , dkj (n)},
where n is the number of coefficients of each packet j. Then,
the energy of each packet is calculated as shown in Eq. (2):

Ej =
n∑
i=1

∣∣dkj (i)
∣∣2 . (2)
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Figure 2. (a) Schematic of rotor system with a crack at shaft mid-span indicating disc mass imbalance and crack relative orientations. (b) Coordinate system.

Table 1. Jeffcott model parameters.

Case Shaft Diameter Shaft Length Disc Ratio Disc Mass Imbalance Mass Nat. Freq. Flex β ∆K1 ∆K1 (Range)
1

0.0157 m 0.3225 m 0.05 m 1.8 kg 2.10−4 48 Hz

0◦ 0.0 [0.00:0.001:0.011]
2 90◦ 0.05 [0.038:0.002:0.060]
3 180◦ 0.12 [0.108:0.002:0.13]
4 270◦ 0.22 [0.206:0.002:0.228]

In order to obtain the relative energy, the whole signal energy
must be calculated before decomposition by means of Eq. (3):

E =

N∑
i=1

Ej ; (3)

where N is the number of packets and is N = 2k. Finally,
relative energy is defined by Eq. (4):

ρj =
Ej
E
, j = 0, . . . , N − 1; (4)

where: ∑
j

ρj = 1. (5)

3. TEST VIBRATORY SIGNALS

With the aim of obtaining a set of signals to validate the
method proposed, a modified Jeffcott rotor has been mod-
elled.8, 22 The model has been developed with the software
MATLABTM and SimulinkTM. The model includes a crack lo-
calized in the midspan related to the supports.

In Fig. 2a the Jeffcott rotor can be seen. The crack is ori-
ented in the transversal direction. In Fig. 2b, a transversal
section of the crack and the axle is presented. In this figure
besides the coordinate system selected an unbalance M can be
positioned in the 2π rad of the disc. The fault conditions de-
fined are the following: shaft without crack 0%, slight crack
of 12.5% related to the axle diameter, medium crack 25%, and
severe crack corresponding to 50%. The stiffness variation is
represented in Eq. (6):

∆K1 =
∆Kξ + ∆Kη

Ks
; (6)

where ∆Kξ and ∆Kη are the variation of the stiffness in ξ
and η directions respectively. Ks is the full axle stiffness. So,
∆K1 = 0 corresponds to an axle without a crack, ∆K1 = 0.05
to a slight crack, ∆K1 = 0.12 to a medium crack, and
∆K1 = 0.22 to a severe crack. In order to obtain a com-
plete set of signals with the four subset conditions, two param-
eters will be modified in the model: the crack depth (∆K1)
and the unbalance orientation related to the crack (β angulus
in Fig. 2b). In Table 1, the summary of all the simulations car-
ried out is presented. The range of the crack depth has been
modified in increments of 0.002 and several simulations with
four different unbalance orientations have been done.

The four subsets generated are combined with the four un-
balance orientations, which are β = 0; β = π/2; β = π;
β = 3π/2. A total of 195 signals have been obtained from the
different models.

In Fig. 3 the response in y direction of the four conditions
studied in the start-up state (transitory state) are presented ver-
sus the speed ratio with respect to the final velocity to reach. In
all cases, the final velocity is 2.2 times the critical speed of the
system, and the sample frequency used is 5000 Hz (bandwidth
2500 Hz).

4. RELATIVE WAVELET ENERGY ANALYSIS

After discussing the theoretical bases and obtaining a set of
signatures needed for the test and validation, the process pre-
sented in this paper is developed. Vibratory signal corresponds
to the first 10 seconds of the actuator start up (transitory state).
The signal is decomposed by means of WPT using decompo-
sition levels from 3 to 10. At this stage, packets capacity to
contain information to detect and classify defects at any level
k of the WPT is not dismissed. For each packet generated, rela-
tive wavelet energy is calculated. At a descendent sort, feature
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Figure 3. Vibratory signatures from the Jeffcott rotor model for different β values and for each shaft condition. Case (a) corresponding to an unbalance
orientation respect to the crack of 0 rad, (b) corresponding to an unbalace of π/2 rad, (c) and (d) for an unbalance of π and 3π/2 rad, respectively. Notice that the
unbalance orientation of cases (b) and (d) present higher amplitudes.

vectors are generated by the wavelet coefficients included in
the first four packets with greater increments in energy. The
greater increments in energy are calculated as the bigger dif-
ferences between the energy of the signals of all the crack con-
ditions studied regarding the case of healthy shaft. These in-
crements of energy when a crack appears are called ∆e.

Table 2 shows the procedure for a WPT decomposition level
range from 3 to 10, where characteristic patterns are obtained,
and ordered by importance. The first column represents the
levels of decomposition, the column labeled “First...” which is
divided into two columns, corresponds to the packet with the
higher relative energy with his frequency band in Hz. At WPT
level 3, the biggest changes in the relative energy occur in the
package of approximation coefficients or the also called zero
level (0). This is because the band has the highest concentra-
tion of the most important information, which is at low fre-
quencies, while high frequencies are the details or nuances of
the signal. For example, in the case of the human voice, if high
frequency components are removed, the voice sounds differ-
ent, but its message is understood. However, if low frequency
components are deleted, the message becomes unrecognizable.
In this work, the nuances are due to the presence of cracks, and

in the transformation they are transferred to the high frequency
or levels of detail. The level of detail most affected by the
presence of the crack will therefore absorb this energy, which
indicates the presence of a defect or phenomenon to mention
in general. After zero level the following packages with the
higher relative energy are 1, 3, and 6 (in the case of WPT level
3). The decomposition continues until level 10 is reached. For
the signals used and processed by this method, the levels with
higher relative energy changes are 8, 9, and 10.

As can be observed, discarding the zero level in high de-
composition levels where the bandwidth is narrower, it can be
affirmed that the bigger increments in energy when a crack ap-
pears are always in the packet that holds the natural frequency
of 48 Hz. The cell that contains the natural frequency at each
decomposition level is shaded in all cases in Table 2.

Based on the results, an ANN is used in order to make a
smart sort and validate both the performance and efficiency for
each decomposition level. In this work a Radial Basis Neu-
ral Network (RBF) has been designed23 to measure the poten-
tial of the selected patterns. The training has been conducted
with a distribution of input patterns (obtained from the Jeff-
cott rotor model) corresponding to 75% for training and 25%
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Table 2. Coefficient number and bandwidth for the four packets with the higher ∆e regarding the healthy condition for different decomposition levels.

First ∆e packet Second ∆e packet Third ∆e packet Fourth ∆e packet

WPT level 1st WideBand [Hz] 2nd WideBand [Hz] 3rd WideBand [Hz] 4th WideBand [Hz]

3 d30 0–312.5 d31 312.5–625 d33 625–937.5 d36 1250–1562

4 d40 0–156.3 d41 156.3–312.5 d43 312.5–468.8 d42 468.8–625

5 d50 0–78.1 d51 78.1–156.3 d53 156.3–234.4 d57 390.6–468.8

6 d60 0–39.1 d61 39.1–78.1 d63 78.1–117.2 d62 117.2–156.3

7 d70 0–19.5 d73 39.1–58.6 d71 19.5–39.1 d77 97.7–117.2

8 d80 0–9.8 d86 39.1–48.8 d82 29.3–39.1 d87 48.8–58.6

9 d90 0–4.9 d913 43.9–48.8 d912 39.1–43.9 d95 29.3–34.2

10 d100 0.00–2.4 d1026 46.4–48.8 d1027 43.9–46.4 d1010 29.3–31.7

for testing. In Fig. 4, the process of optimization of the RBF
neural network can be observed. The network is trained with
22 neurons in the hidden layer and a spread value of 1. The
percentage of efficiency is determined for the first three bands
with higher ∆e, deleting the first one or approximation band,
which contains information of energy that lately can be trans-
ferred to higher levels. Figure 4a shows the bandwidth for each
level of decomposition of the range selected. As can be seen,
when the decomposition level increases, the band is reduced
(narrowed), refining the area with the highest energy change.
In Fig. 4b the success rates of classification depending on the
decomposition level are presented. The classification for level
N = 3 achieved about a 25% success rate for the three optimal
bands. There is an improvement in the levels N = 4, 5, 6. For
the level N = 7 the results are about 97% for the first band
and are 100% for the second and third. After that, for levels 8,
9, and 10, a success rate of 100% is achieved also for the first
and third band, and 97% for the second one.

The bandwidth is more different with respect to the healthy
rotor, in terms of energy, and is 46.4–48.8 Hz. This range cov-
ers very precisely the natural frequency of the system, which
is 48 Hz. It can be concluded that the presence of a crack sig-
nificantly affects the energy nearby the natural frequencies.

As the decomposition level decreases, less information is
available to detect failure patterns, but also the computational
cost is reduced. For this reason, the optimal decomposition
level to achieve is the lowest possible that gives a success rate
in the classification higher than a limit imposed and that al-
lows locating the failure in a narrow enough bandwidth. For
example, in this case, if the limit of classification is set to 98%,
and a bandwidth of less than 10 Hz is imposed, the optimal
decomposition level is 8.

5. CONCLUSIONS AND FUTURE WORK

In this paper, the extraction and automatic selection of pat-
terns through the application of the WPT and analysis of the
relative energy of wavelet packets for either incipient fault
level or higher has been presented. The method lets select-
ing the approximation and detail level that can discretize the
problem by creating defects codes that are easily adaptable to
automatic diagnosis and classification.

This demonstrates that the WPT technique is an excellent
tool for the extraction of characteristic patterns of vibration
signals, even in the incipient fault diagnosis. Concretely, the
energy of WPT has proven its reliability, because the frequency

band that holds bigger differences with the healthy rotor corre-
sponds to the natural frequency, as could be predicted.

Intelligent classification systems are used to optimize the
process of analysis and selection of patterns, making compar-
isons with high sensitivity levels. The best patterns extracted
from vibration signals are processed by WPT and classified ef-
ficiently using RNA levels of accuracy above 97%.

As future work, the authors think that it would be very in-
teresting to prove the reliability of this method in experimental
signals obtained from real systems in order to improve the pre-
dictive maintenance of turbomachinery. Also it would be very
useful to prove the effectiveness of this methodology in sys-
tems that do not reach high speeds.
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An automotive suspension determines both the driving stability and comfort of the vehicle occupants. This paper
establishes two kinds of two degrees of freedom for the automobile suspension vibration model and uses the PID
controller to establish an automobile suspension adaptive open-loop and closed-loop control system. Respectively,
by step interference, white noise and sinusoidal interference for the input, studying the vibration characteristics
of the vibration model in the vertical direction. By numerical simulation, we obtain the suspension of the vertical
displacement and acceleration-time graphs. The simulation results show that the vibration characteristics of the
first model are more in accordance with the actual situation of the car, and the closed-loop control is better than
the open-loop control. The adaptive closed-loop control system can reduce the output displacement of automobile
suspension to around 1% of the interference road input displacement. The output acceleration value is small, and
the acceleration changes smoothly. The results verify the rationality and validity of the automobile suspension
model and adaptive control system, which provides a theoretical foundation for the design and optimization of the
automobile suspension system.

1. INTRODUCTION

Suspensions are an important part of the car chassis as they
directly determine the car’s ride comfort and handling stabil-
ity, but because of their high costs and high energy demand,
their application is restricted. Hence, the semi-active suspen-
sion system is now used in the automobile suspension struc-
ture.

Over the years, many studies on suspension systems have
been done.1–15 Tomoaki Mori1 put forward an adaptive damper
controller for compensating the nonlinear hysteresis dynamics
of the MR damper. Kayhan Gulez,2 Ali Ahmed Adam,12 and
Hua Li14 use an algorithm method to research the nonlinear
characteristics for the semi-active suspension of automobiles.
Enrico Pellegrini3 and Zhao Cheng4 build a semi-active sus-
pension system model based on control strategy in order to
describe the damper behaviour. Li Shaohua5 and Liang Shan6

studied the two degrees of freedom 1/4 automobile suspension
model; the former used a multi-scale method to study the com-
bination of multi-frequency excitation resonance characteris-
tics, and the latter researched the suspension model chaotic
vibration occurring in road roughness excitation. Ren Chen-
glong7 established a single degree of freedom model of au-
tomobile suspension under random excitation; the numerical
simulation verifies the automobile suspension chaotic vibra-
tion characteristic.7, 11 Jiammin Sun and Qingmei Yang8 es-
tablished a suspension model and analysed the comfort and

safety based on the adaptive filter theory. Abu-Khudhair,9

Changizi,10 and Barr13 use a fuzzy logic technique to build the
semi-active automobile suspension systems control, which has
a significantly fewer number of rules in comparison to exist-
ing fuzzy controllers. Hung Yichen15 proposes a functional-
approximation based adaptive sliding controller with fuzzy
compensation for an active suspension system.

The above studies on automobile suspension do not simul-
taneously propose two vibration models based on the adaptive
control method so they can’t prove which model is more suit-
able for an automobile suspension system. Hence, this paper
gives two automobile suspension system vibration models us-
ing the adaptive control method and two control algorithms
consisting of PID controllers. This paper also studies suspen-
sion system vibration characteristics with step input, white-
noise input, and sinusoidal input as the external excitation.
By numerical simulation, this study obtains the displacement
and acceleration characteristics. Comparing the results of the
two models, we find that when examining the engine and the
suspension as a whole, the suspension system vibration char-
acteristics more closely match the actual conditions, which is
conducive for designing the most appropriate automobile sus-
pension model.
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Figure 1. The first model.

Figure 2. The second model.

2. AUTOMOBILE SUSPENSION SYSTEMS

2.1. Vibration System Modelling

A car is mainly composed of wheels, suspension, and en-
gines, and the automobile body vibration will directly affect
the handling and safety. The vibration in the vertical direc-
tion of the suspension determines the performance of the body.
This study establishes two kinds of two degrees of freedom au-
tomobile suspension vibration models as shown in Fig. 1 and
Fig. 2. The first model depicts the engine and suspension as a
whole, the second model considers the engine and suspension
separately. Suspension vertical displacement and acceleration
is an important indicator of automotive comfort and handling.
This article will focus on the suspension vertical displacement
and acceleration.3, 5, 6, 8–10

According to the vibration model in Fig. 1, the following
dynamic differential equation is obtained:14, 15

{
m1ẍ1 = ks(x2−x1) + b

(
dx2

dt −
dx1

dt

)
+ u

m2ẍ2 = −ks(x2−x1)− b
(
dx2

dt −
dx1

dt

)
− u+ kt(w−x2).

(1)

Figure 3. Adaptive linear combiner.

Figure 4. Adaptive transversal filter.

Make x = x1 − x2, by the Laplace transform can be obtained:
X(s) = [U(s)−Gf (s)W (s)]Gp(s)

Gf (s) = m1kts
2

(m1+m2)s2+kt

Gp(s) =
m1kts

2

m1m2s4+b(m1+m2)s3+ktm1s2+ks(m1+m2)s2+bkts+kskt
.

(2)
According to the vibration model in Fig. 2, the following dy-
namic differential equation is obtained:14, 15



m1ẍ1 + c1
(
dx1

dt −
dx2

dt

)
+ k1(x1−x2) = 0

m2ẍ2 + c2
(
dx2

dt −
dx3

dt

)
+ k2(x2−x3) +

c1
(
dx2

dt −
dx1

dt

)
+ k1(x2−x1)− u = 0

m3ẍ3 + c2
(
dx3

dt −
dx2

dt

)
+ k2(x3−x2) +

k3(x3−xr) + u = 0.
(3)

Make x = x2 − x3, by the Laplace transform can be obtained:
X(s) = [U(s) +Gf (s)Xr(s)]Gp(s)

Gf (s) = k3c2s+k2k3−k3

s2+k3

Gp(s) =
t8s

8+t7s
7+t6s

6+t5s
5+t4s

4+t3s
3+t2s

2

n10s10+n9s9+n8s8+n7s7+n6s6+n5s5+n4s4+n3s3+n2s2+n1s+n0
.

(4)
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Figure 5. The automobile suspension open-loop control system (without PID).

Figure 6. The automobile suspension closed-loop control system (with PID).

2.2. Adaptive Control Method

The adaptive control method is useful when great changes
have taken place with the input signal or disturbance signal and
the system automatically adjusts to maintain the output that
meets the necessary requirements. The adaptive linear com-
biner structure shown in Fig. 3, x0, x1, . . . , xL are signal vec-
tors, and w0, w1, . . . , wL is a set of adjustable weight. Fig. 3
depicts an input corresponding to an adjustment of weight and
the final output of the system of linear combinations of the in-
put. As can be seen from this figure, the system is linear.8

From the adaptive control method and Fig. 3, the following
equation can be established:8

XT (n) = [x(n), x(n− 1), . . . , x(n− L+ 1)]

WT = [w1, w2, . . . , wL]

y(n) =
∑L

j=1 wjx(n− j + 1) = WTX(n)

e(n) = d(n)− y(n)

E
[
e2(n)

]
= E

[
d2(n)

]
2RT

xdW +WTRxxW ;

(5)

whereXT is input vector,WT is weight vector, L is the length
of filter, y(n) is the output of the filter, e(n) is the error signal,
Rxd is the cross-correlative function of x(n) and d(n), and
Rxx is the auto-correlative function of x(n).

When an input of a filter is formed from a series of delayed
samples of some signal, such filter structure is called adaptive
transversal filter structure,8 as shown in Fig. 4.

The following equation8 can be established according to
Fig. 4: 

W (n+ 1) = W (n)− µ∇e2(n)

∆e2(n) = −2e(n)x(n)

y(n) = WTX(n)

e(n) = d(n)−WTX(n)

W (n+ 1) = W (n) + 2µe(n)X(n);

(6)

where W (n + 1) is the next moment that equals the weight
value of w(n), µ is the gain constant, which controls adaptive
speed and stability, ∇e(n) is the error function, and ∆e(n) is
the error gradient function.

2.3. Constructed Automobile Suspension
Control System

Random road is the disturbance input of the suspension sys-
tem, which decides the car driving performance. So it is im-
portant to build a useful control system to reduce or eliminate
bad interference. The following control system is built on the
assumption that the system’s expected output isX = 0:1, 2, 12, 13

Gc =
Kds

2 +Kps+Ki

s
(7)

where Gc is PID controller. Kd = 5, Ki = 8, Kp = 95, Fig. 7
is the Bode diagram of Gc.

Figure 7 gives the suspension system bode diagram with-
out correction, with correction, and after correction. From the
figure, it can be obtained that without correction, the system
phase changes dramatically near degree 180, and at that time,
if the system is to increase the gain or suffer some kind of dis-
turbance, the system phase may become negative, making the
system unstable. After the correction, the system phase beats
near degree 0, which effectively improves the stability of the
system.

3. AUTOMOBILE SUSPENSION VIBRATION
MODEL RESPONSE

3.1. Step Disturbance Response Character-
istics in the First Model

Take the system parameters: m1 = 2500 kg, m2 = 320 kg,
ks = 10000 N/m, b = 140000 Ns/m into Eq. (2). The simula-
tion results as shown in the Fig. 8 and Fig. 9.

As can be seen from Fig. 8 and Fig. 9, the response speed of
the open-loop control system is faster than that of the closed-
loop system, but the closed-loop system has the function of
adaptive control, the timely adjustment of the deviation of sys-
tem, the reduction of the vibration of the system, and the im-
provement of the car’s stability and security.

3.2. Step Disturbance Response Character-
istics in the Second Model

Take the system parameters: m1 = 100 kg, m2 = 200 kg,
m3 = 30 kg, k1 = 400000 N/m, k2 = 20000 N/m, k3 =
180000 N/m, c1 = 4000 Ns/m, c2 = 500000 Ns/m into Eq. (4)
and the simulation results as shown in Fig. 10 and Fig. 11

From Fig. 10 and Fig. 11, we can see that the response of
two models is similar. The amplitude of closed-loop control
system is smaller than the open-loop system, and the closed-
loop control system response speed is slower than that of the
open-loop system. At the time of automobile start, the ampli-
tude of the automobile is 0, which indicates that the system
has good stability, and ensures a smooth start of the car. But
shortly after running the car, there will be a more serious jitter,
which greatly affects the normal running of the car.
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(a) without correction (b) with correction (c) after correction

Figure 7. The bode diagram.

Figure 8. Step interference open-loop system response.

Figure 9. Step interference closed-loop system response.

Figure 10. Step interference open-loop system response.

Figure 11. Step interference closed-loop system response.
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Figure 12. White-noise signal.

Figure 13. Integral white-noise signal.

Figure 14. Automotive suspension displacement-time curve under white
noise.

Figure 15. Automotive suspension acceleration-time curve under white noise.

By comparing the two models, it can be found that in the
first model a serious quiver appears at first, but the jitter time
is short, and the car can realize the adaptive control within a
few minutes, quickly reducing the car jitter, and ensuring that
the car is moving. The first model better reflects the vibration
characteristics of a vehicle suspension system, so this paper
will do further research of this model.

As the interference of the system-step response has already
been studied, the following will study the vehicle suspension

Figure 16. Sinusoidal interference signal.

Figure 17. Integral sinusoidal interference signal.

Figure 18. Automotive suspension displacement-time curve under the sinu-
soidal interference signal.

Figure 19. Automotive suspension acceleration-time curve under the sinu-
soidal interference signal.

system response characteristics under white noise and sinu-
soidal excitation.

Figure 12 to Fig. 15 shows the suspension system in the
white noise excitation. By the adaptive closed-loop control,
the amplitude of the suspension system is reduced to about 1%
of the excitation, the acceleration of the suspension is about
4 m/s2, the acceleration change is relatively stable, and larger
acceleration values occur at only very few moments. The adap-
tive closed-loop control system has a good white-road noise
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interference protective effect, affectively reducing the ampli-
tude and acceleration of the suspension, guaranteeing the car
to drive normally.

Figure 16 to Fig. 19 depict the suspension system in the si-
nusoidal interference signal excitation. In these figures it can
be seen that the maximum displacement of the vertical direc-
tion is reduced to about 1% of the disturbance input. The ac-
celeration of the overall image changes as a sinusoidal, and the
maximum acceleration is 0.4 m/s2. Relative to the high-speed
operation of the car, the car’s acceleration has little effect on
normal driving. By comparing the results, we can find that the
adaptive closed-loop control system being used in sinusoidal
interference signal excitation is more effective than in white-
noise interference excitation, and the results once again vali-
date the practicality and effectiveness of the adaptive closed-
loop control system.

4. CONCLUSIONS

(1) This paper establishes two kinds of two degrees of free-
dom automobile suspension vibration models; two models re-
sponses are studied under step and white-noise interference in
both an open and closed-loop system. By contrast and analysis,
the numerical simulation results show that the engine and sus-
pension as a whole suspension vibration model is more likely
to meet the needs for the actual operation of the automobile.

(2) This paper uses proportional, integral, and differential el-
ements to form the PID controller, and makes up the adaptive
closed-loop control system to study the vertical displacement
and acceleration response of the automobile suspension sys-
tem.

(3) Numerical simulation results show that the adaptive
closed loop control system can reduce the vertical direction
amplitude of the suspension to 1% of the original interfer-
ence input displacement, while the maximum acceleration is
no more than 5 m/s2, and the acceleration changes smoothly.
The results demonstrate the rationality and effectiveness of the
design of the adaptive closed-loop control system and provide
a theoretical basis for the design of automobile suspension con-
trol systems.
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The vibrations of completely free polygonal and rounded polygonal plates are important for large floating or space
platforms. The problem is solved by an improved Ritz method on a class of homotopy shapes. The first five
frequencies are determined, and interesting evolutions of mode shapes are shown.

1. INTRODUCTION

Vibration of elastic plates is essential in structural mechan-
ics. Basic data (frequencies, mode shapes) of plate vibrations
can be found in the works of Leissa1 and Blevins.2 Exact solu-
tions exist for the vibration of circular and annular plates, some
simply supported triangular plates, and rectangular plates with
two simply supported opposite edges.3 For all other shapes or
boundary conditions numerical means are necessary.

The vibrations of regular polygonal plates have also been
studied, notably Conway4 using point match, Shahady et al.5

using conformal mapping, Irie et al.6 using membrane analogy,
Liew and Lam7 using a Ritz method, and Ghazi et al.8 using
finite elements. These sources however, only consider simply
supported or clamped edges.

We are interested in the vibration of completely free plates,
i.e. all edges are free. The study is important in the de-
sign of very large ocean floating structures (e.g.9) and also
large structures in space, such as platforms and solar panels
(e.g.10). These structures have nominal dimensions in kilome-
tres, much larger than their thicknesses, thus can be modelled
as thin plates.

Aside from the data presented by Leissa,1 the vibrations
of completely free rectangular plates includes Leissa11 us-
ing the Ritz method, Gorman12 using a superposition method,
Behnke and Mertins13 using the Ritz method, and Mochida and
Ilanko14 using superposition and finite differences. The free
triangular plate was considered by Leissa and Jaber15 and the
free trapezoidal plate by Qatu et al.,16 both sources using the
Ritz method. However, the natural vibration of the free regular
polygonal plate has not been fully investigated.

The purpose of the present note is to study not only the vi-
brations of completely free regular polygonal plates, but also
the more general class of rounded regular polygonal plates,
which includes the polygonal plates as special cases. Round-
ing the corners of a polygonal plate has definite advantages
in terms of savings in material, weight, and boundary length,
while it changes little in the structural strength or vibration
properties.

2. THE HOMOTOPY SHAPES

The homotopy shapes are first introduced by Wang17 and ap-
plied to the vibration of membranes. The homotopy transform

Figure 1. (a) Rounded triangular plate. From outside, α = 0, 0.01, 0.05, 0.2,
0.5, 1. (b) Rounded square plate. From outside, α = 0, 0.01, 0.05, 0.15, 0.3,
0.6, 1. (c) Rounded pentagonal plate. From outside, α = 0, 0.05, 0.2, 0.5, 1.
(d) Rounded hexagonal plate. From outside, α = 0, 0.05, 0.2, 1.

is briefly described as follows: Let all lengths be normalized by
the radius of the inscribing circle of the polygon; for a rounded
equilateral triangular plate we set

H = α(1− x2 − y2)+

(1− α)(1− x)

[(
1 +

x

2

)2

− 3

4
y2

]
= 0; (1)

where α = 0 is an equilateral triangle of edge length 2
√

3, and
α = 1 is a circle of radius one. The homotopy, as α is in-
creased from 0 to 1, gives a family of rounded triangles shown
in Fig. 1(a). The maximum distance from the centroid is found
to be

l =
2

1 +
√
α
. (2)

The degree of rounding is represented by the distance d to the
original corner

d = 2− l. (3)

For a rounded square plate (Fig. 1(b)) we set

H = α(1− x2 − y2) + (1− α)(1− x2)(1− y2). (4)

The maximum distance and degree of rounding are

l =

√
2

1 +
√
α
, d =

√
2− l. (5)

The rounded regular pentagonal plate is shown in Fig. 1(c).
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The boundary is given by

H = α(1− x2 − y2) + (1− α)(1− x)[(
1 +

y2 − y1

y1x2 − y2
x

)2

−
(

x2 − 1

y1x2 − y2
y

)2
]
×[(

1− x

x3

)2

−
(
x2 − x3

y2x3
y

)2
]
. (6)

Here

y1 = tan(π/5), x2 = − sec(π/5) cos(2π/5),

y2 = sec(π/5) sin(2π/5), x3 = − sec(π/5). (7)

There is no closed form solution for the maximum distance
l. For each α we set y = 0 in H = 0. The smallest root is
x = −l. Then

d = sec(π/5)− l. (8)

Fig. 1(d) shows the rounded regular hexagonal plate given
by

H = α(1− x2 − y2) + (1− α)(1− x2)·[(
1 +

x

2

)2

− 3

4
y2

] [(
1− x

2

)2

− 3

4
y2

]
. (9)

We find

l =
1

3

√
12− 4α− 4

√
α(3 + α)

1− α
, d =

2√
3
− l. (10)

Rounded regular polygons of more than six sides can be de-
scribed similarly, but there are not considered in this paper.

3. THE RITZ METHOD

The total energy functional for a thin, isotropic (Kirchhoff)
vibrating plate is as in (11)17, 18

Here ρ is the density, h is the thickness, ω is the frequency,
w is the deflection, D is the flexural rigidity, v is the Poisson
ratio ( v = 0.3 in all our computations), and Ω is the domain
with boundary S of the plate. The last integral is the work
done on the boundary, where M̂n is the applied moment, V̂n is
the applied edge force per length, n is the unit normal to the
boundary and s is the unit tangent. The minimization of E is
equivalent of setting its variation to zero. From Eq. (11), after
some work, see (12).

In (13) and (14), where k = ωL2
√
ph/D is the normalized

frequency, and nx, ny are the direction normals. Since δw is
arbitrary in the interior, we recover the governing plate equa-
tion

∇4w − k2w = 0. (15)

For completely free boundaries, Mn = M̂n = 0 and Vn =

V̂n = 0. Thus the displacement w and its normal derivative
should be arbitrary on the edges. Solving Eq. (15) is equivalent
to minimizing Eq. (11) with the line integral in Eq. (11) set to
zero.

For the Ritz method, we express the deflection in terms of a
linear sum of Ritz functions taken as integer powers of x and

y. They are independent but need not be orthogonal. For the
completely free plate, there are no constraints for Ritz func-
tions. Since the polynomials are complete, the variational so-
lution converges to the true solution as the number of terms N
is increased. Let

w =
N∑
i=1

ciϕi(x, y); (16)

where ϕi(x, y) are the Ritz functions and ci are the weights to
be determined.

Now Eq. (16) is substituted into Eq. (11) with the last bound-
ary integral set to zero. In order to minimize E, a necessary
condition is

∂E

∂cj
= 0, j = 1toN. (17)

After some work, Eq. (17) reduces to

N∑
i=1

(
Aji − k2Bji

)
ci = 0, j = 1toN ; (18)

Here

Aji = Aji =

∫∫
Ω

[ϕixxϕjxx + ϕiyyϕjyy+

2(1− ν)ϕixyϕjxy + ν(ϕixxϕjyy + ϕjxxϕiyy)] dxdy; (19)

Bji = Bij =

∫∫
Ω

ϕiϕjdxdy. (20)

Equation (18) is a set of linear homogeneous algebraic equa-
tions. For non-trivial ci, the determinant of the coefficient ma-
trix is set to zero ∣∣Aji − k2Bji

∣∣ = 0. (21)

This is a characteristic equation for the eigenvalue k2. A sim-
ple bisection algorithm on Eq. (21) yields the normalized fre-
quencies k; the first root would be the first frequency, the sec-
ond root the second frequency, and so forth. Notice that the
area integrals can be performed once and for all, i.e. increas-
ing N would not affect the previously calculated integrals.

Also, depending on the geometry, we need not take all pos-
sible polynomial powers. For plates with an odd number of
sides, the vibration modes can be either even in y or odd in y.
Set

{ϕi} = q{1, x, x2, y2, x3, xy2, x4, x2y2, y4, x5, x3y2,

xy4, x6, x4y2, x2y4, y4, · · · }.
(22)

For modes even in y, let q = 1; for modes odd in y, let q = y.
For plates with an even number of sides (or the circle), the
modes can be symmetric (even) in both x and y (SS mode),
anti-symmetric in both x and y (AA mode), symmetric in x
and anti-symmetric in y (SA mode), and anti-symmetric in x
and symmetric in y (AS mode). Let

{ϕi} = q{1, x2, y2, x4, x2y2, y4, x6, x4y2, x2y4, y4, x8,

x6y2, x4y4, x2y6, y8, · · · }.
(23)
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E =
1

2

∫∫
Ω

D

{(
∂2w

∂x2
+
∂2w

∂y2

)2

+ 2(1− ν)

[(
∂2w

∂x∂y

)2

− ∂2w

∂x2

∂2w

∂y2

]}
dxdy − ρh

2
ω2

∫∫
Ω

w2dxdy

+

∮
S

[
M̂n

∂w

∂n
− V̂nw

]
ds; (11)

δE = D

∫∫
Ω

(
∇4w − k4w

)
δwdxdy+

∮
S

(
Mn − M̂n

)
δ

(
∂w

∂n

)
ds−

∮
S

(
Vn − V̂n

)
δwds = 0; (12)

Mn = −D
{

(1− ν)

[
∂2w

∂x2
n2
x + 2

∂2w

∂x∂y
nxny +

∂2w

∂y2
n2
y

]
+ ν∇2w

}
; (13)

Vn = D


(1− ν)

∂

∂s

[(
∂2w

∂x2
− ∂2w

∂y2

)
nxny −

∂2w

∂x∂y

(
n2
x − n2

y

)]
−
(
∂3w

∂x3
+

∂3w

∂x∂y2

)
nx −

(
∂3w

∂y3
+

∂3w

∂y∂x2

)
ny

 ; (14)

Here q = 1, xy, y, x for the SS, AA, SA, and AS modes re-
spectively. The number of terms N taken includes the highest
homogeneous powers.

Table 1 shows some typical convergence rates. It is seen that
for the even number of sides, including the circle, N = 28 is
adequate, while for the odd number of sides, N = 35 is ade-
quate for a five-figure accuracy. Table 2 shows a comparison
with known results. The frequency for the free circular plate
has an exact formula:3{

k3/2In
′(
√
k)− (1− ν)n2

[√
kIn

′(
√
k)− In(

√
k)
]}
×{

kJn(
√
k) + (1− ν)

[√
kJn

′(
√
k)− n2Jn(

√
k)
]}
−{

k3/2Jn
′(
√
k) + (1− ν)n2

[√
kJn

′(
√
k)− Jn(

√
k)
]}
×{

kIn(
√
k)− (1− ν)

[√
kIn

′(
√
k)− n2In(

√
k)
]}

= 0;

(24)

where J and I are Bessel functions and modified Bessel func-
tions, respectively. Our Ritz results for the circle are identical
to the exact solution. The results for the square are very close
to those of Mochida and Ilanko14 (using finite differences),
and the equilateral triangle results are very close to Leissa and
Jaber.15

After the frequencies are determined, the mode shapes can
be obtained from Eq. (18), using an arbitrary amplitude, say
c1 = 1, and solving for the other weights.

4. RESULTS

Table 3 shows the first five frequencies for the rounded tri-
angular plate. α = 0 is the equilateral triangle, and α = 1 is
the circle. Tables 4-6 show the first five frequencies for the
rounded square plate, rounded pentagonal plate, and rounded
hexagonal plate. We note that although some modes are dif-
ferent, the frequencies are same (up to some numerical error

Table 1. Typical convergence rates of the frequency. Parentheses indicate the
number of terms used.

Circle Square Triangle Pentagon

3rd mode 2nd mode 2nd mode 1st mode

9.1265 (6) 4.9436 (6) 3.0499 (6) 4.5318 (6)

9.0035 (10) 4.8993 (10) 3.0276 (9) 4.5275 (9)

9.0031 (15) 4.8992 (15) 3.0072 (12) 4.5158 (12)

9.0031 (21) 4.8990 (21) 3.0060 (16) 4.4829 (16)

4.8990 (28) 3.0052 (20) 4.4798 (20)

3.0052 (25) 4.4798 (25)

4.4797 (30)

4.4797 (35)

Table 2. Comparison of the first four frequencies. Asterisks denote the exact
solution from Eq. (17), square brackets from Mochida and Ilanko,14 flower
brackets from Leissa,11 and parentheses from Leissa and Jaber.15

Circle Square Equilateral triangle

5.3583 5.3583* 3.3671 [3.368] {3.372} 2.8565 (2.8566)

9.0031 9.0031* 4.8990 [4.900] {4.947} 3.0051 (3.0052)

12.439 12.439* 6.0676 [6.068] {6.108} 7.0569 (7.0569)

20.475 20.475* 8.7004 [8.700] {8.756} 13.521

in the fifth digit). The means that the modes could be linearly
superposed; for example, the first and second modes of the
pentagonal and hexagonal plates, and also the fourth and fifth
modes of the pentagonal plate could be linearly superposed.
Due to symmetry in both x and y directions, the fourth fre-
quency or the fifth frequency of the square plate represent both
AS or SA modes.

Most interesting is the evolution of the mode shapes as
rounding is increased. Figure 2 shows the mode shapes (nodal
lines) of the rounded triangular plate. The top row shows the
modes corresponding to the first (fundamental) frequency, and
the second row the second frequency, and so forth. It is ob-
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Table 4. The first five frequencies of the free rounded square plate. The mode shape characteristics are indicated by subscripts. ASA means either AS or SA.
The degree of rounding d is in parentheses.

α = 0 α = 0.01 α = 0.05 α = 0.15 α = 0.3 α = 0.6 α = 1

(0) (0.0658) (0.1357) (0.2134) (0.2775) (0.3526) (0.4142)

3.3671AA 3.4699AA 3.6913AA 4.0302AA 4.3775AA 4.8721AA 5.3583AA

4.8990SS 4.9097SS 4.9466SS 5.0202SS 5.1058SS 5.2337SS 5.3583SS

6.0676SS 6.2637SS 6.6632SS 7.2333SS 7.7686SS 8.4426SS 9.0031SS

8.7003ASA 8.9515ASA 9.4507ASA 10.156ASA 10.823ASA 11.687ASA 12.439ASA

15.274ASA 15.562ASA 16.167ASA 17.085ASA 18.009ASA 19.282ASA 20.475ASA

Table 3. The first five frequencies of the free rounded triangular plate. Sub-
script A indicates mode shape anti-symmetric with respect to y, and subscript
S indicates symmetric with respect to y. The degree of rounding d is in
parentheses.

α = 0 α = 0.01 α = 0.05 α = 0.2 α = 0.5 α = 1

(0) (0.1818) (0.3655) (0.6180) (0.8284) (1)

2.8565S 3.1356S 3.3913S 3.9212S 4.5838S 5.3583S

3.0051S 3.1360A 3.3913A 3.9212A 4.5838A 5.3583A

3.0051A 3.1601S 3.7869S 5.2141S 7.1317S 9.0031S

7.0569A 7.7653A 8.1649A 9.2045A 10.663A 12.439A

7.0573S 7.7695S 9.1236S 11.000S 11.378S 12.439S

Table 5. First five frequencies of the free rounded pentagonal plate. Subscript
A indicates mode shape anti-symmetric with respect to y, and subscript S indi-
cates symmetric with respect to y. The degree of rounding d is in parentheses.

α = 0 α = 0.05 α = 0.2 α = 0.5 α = 1

(0) (0.0820) (0.1418) (0.1933) (0.2361)

4.4797A 4.6616A 4.8960A 5.1372A 5.3586A

4.4798S 4.6616S 4.8960S 5.1372S 5.3583S

7.4238S 7.7695S 8.1984S 8.6252S 9.0031S

10.597A 10.943A 11.418A 11.937A 12.439A

10.598S 10.943S 11.418S 11.947S 12.439S

vious that there are mode switches between the first column
(equilateral triangle,α = 0) and the second column (rounded,
α = 0.01). The first mode of α = 0 morphs to the third mode
of α = 0.01, The second mode of α = 0 turned into the first
mode of α = 0.01, and the third mode of α = 0 becomes
the second mode of α = 0.01. As the rounding is further in-
creased, the modes gradually change into the circular modes.
The higher modes also exhibit switching. The fourth modes of
α = 0 and α = 0.01 disappear into the sixth mode (not shown)
of α = 0.05, and the sixth mode of α = 0.01 morphs into
the fourth mode of α = 0.05. Similarly there are also a mode
switches between the fifth modes of α = 0.05 and α = 0.2.

Figure 3 shows the mode shapes as the square is rounded to
a circle. There are no mode switches for the first five frequen-

Table 6. The first five frequencies of the free rounded hexagonal plate. The
mode shape characteristics are indicated by subscripts. The degree of rounding
d is in parentheses.

α = 0 α = 0.05 α = 0.2 α = 0.5 α = 1

(0) (0.0604) (0.1006) (0.1318) (0.1547)

4.7887AA 4.9262AA 5.0892AA 5.2388AA 5.3583AA

4.7887SS 4.9262SS 5.0892SS 5.2388SS 5.3583SS

8.0045SS 8.2554SS 8.5429SS 8.8008SS 9.0031SS

10.228SA 10.780SA 11.409SA 11.981SA 12.439SA

12.069AS 12.127AS 12.232AS 12.345AS 12.349AS

Figure 2. Mode shapes of the free rounded triangular plate. Fundamental
modes are on top row, successive higher modes on lower rows. Columns from
left: α = 0, 0.01, 0.05, 0.2, 0.5, 1.

cies. Due to the orthotropic symmetry of the rounded square,
the fourth and fifth modes all can self- rotate 90 degrees but
are classified as the same mode.

Figures 4 and 5 show the mode shapes for the rounded pen-
tagon and the rounded hexagon. There are no mode switches
for the first five frequencies.

Mode switches can be explained in terms of the total en-
ergy E. For example, for a given geometry the fundamental
vibration mode corresponds to the absolute minimum of E.
Consider free rectangular plates where the aspect ratio changes
from much less than unity to much larger than unity. The fun-
damental mode (with two nodal lines) will always be perpen-
dicular to the long sides for minimum E, i.e. switches to an-
other direction. We find no mode switches for polygons of four
or more sides morphing into a circle. Perhaps the geometry
is similar, but the triangle is very sensitive to the rounding of
sharp corners. Even a small rounding of α = 0.01 (Fig. 1(a))
switches the fundamental mode.
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Figure 3. Mode shapes of the free rounded square plate. Fundamental modes
are on top row, successive higher modes on lower rows. Columns from left:
α = 0, 0.15, 0.6, 1.

Figure 4. Mode shapes of the free rounded pentagonal plate. Fundamental
modes are on top row, successive higher modes on lower rows. Columns from
left: α = 0, 0.2, 1.

Figure 5. Mode shapes of the free rounded hexagonal plate. Fundamental
modes are on top row, successive higher modes on lower rows. Columns from
left: α = 0, 0.2, 1.

5. DISCUSSION AND CONCLUSIONS

The present paper determines, for the first time, the natural
frequencies and mode shapes for the vibration of completely
free rounded polygonal plates. The computed results for the
regular pentagonal and hexagonal plate are also new.

Using the recently introduced homotopy transformation,17

rounded polygonal plates can be described analytically. The
present plate problem however, is higher order and much more
difficult than the previously studied membrane problem.17

The Ritz method (not Rayleigh-Ritz20) is accurate and ef-
ficient. For completely free plates, the tedious conditions of
zero moment and zero edge forces are automatically satisfied.
In comparison, all other methods including finite differences,
finite elements, conformal mapping, superposition, etc. must
deal with the boundary conditions and also the scaling prob-
lems at the small rounded corners. A further simplification is
that, by classifying whether the mode shapes are symmetric or
anti-symmetric with respect to the axes, the Ritz sequence is
simplified, i.e. not all polynomial powers are needed.

Rounding of the polygonal corners increases the natural fre-
quencies based on the radius of the inscribing circle. Our
Tables 3-6 would be useful in the design of completely free
plates, which model large space structures.

As rounding parameter α increases, the plate gradually
changes from a regular polygon to a circle. The vibration
modes also morph to that of a circular plate. We find sev-
eral mode switches for the rounded triangular plate, while the
rounded square, pentagonal, hexagonal plates have no such
mode switches, at least for the first five modes.
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Different modes with the same frequency (and the same
boundary) can be linearly superposed, creating a profusion
of mode shapes, as evidenced by the vibration of a free
square plate.1 Again, by using symmetric or anti-symmetric
mode properties, systematic classifications of the fundamental
mode shapes are possible, such as those depicted in Figs. 3-
5. Waller21 experimentally found many of the mode shapes of
regular polygons, but her classification scheme is more com-
plicated than ours.
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