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The developed MF dampers can be used for diverse applications, including structural vibration mitigation, shock
absorption, and vibration control in various systems. This paper has firstly investigated the mechanical character-
istics of the self-made MR damper through experimentation. Based on the test data, the damper is found to possess
nonlinear hysteresis. Usually, various models, especially the Bouc-Wen model, are proposed to interpret the com-
plex characteristics which have the capability to capture behavior of a wide class of hysteretic systems. However,
the Bouc-Wen model consists of a set of multi-unknown parameters that need to be estimated simultaneously. It is
a burdensome task to effectively identify the exact values of the parameters. In view of this, this paper proposes a
novel hybrid evolutionary algorithm combining Genetic Algorithm with Particle Swarm Optimization (GA-PSO).
By using the GA-PSO, the optimized result would be more effective and accurate than the traditional one, because
it overcomes the drawbacks of low-speed convergence in GA and local optimization in PSO. Finally it is verified
through a large amount of experimental data, which can estimate the multi parameters in the Bouc-Wen model
efficiently and precisely. Also suggested are the implications of the present study on other nonlinear hysteretic
models or other complex mathematical models.

1. INTRODUCTION

Hysteresis is a memory-dependent, non-linear behavior in
which the system output is not only dependent on the instanta-
neous input, but also on the past history of the input.1, 2 This
type of inelastic behavior is encountered in many engineering
fields, such as biology, electronics, ferroelectricity, mechan-
ics, magnetism, etc. For efficient description of such inelastic
systems, over the past years many mathematical models have
been proposed for use in practical applications involving char-
acterization of systems, identification or control.3 The Bouc-
Wen model4 is widely used to describe systems with hystere-
sis and non-linear behavior, especially in civil and mechanical
engineering. In this model, restoring force is related to the
system viscous deformation through a first-order differential
equation, which has a series of undefined parameters. By as-
signing proper values to these parameters, the response of the
model will be in keeping with the actual behavior of hysteretic
systems. Thus, it is pivotal to select an appropriate optimiza-
tion algorithm to perform the task of parameter identification.

Recently, optimization techniques have been most widely
applied to estimate the parameters of the Bouc-Wen model
that characterize hysteretic behavior, such as Gauss-Newton

and modified Gauss-Newton,5 Levenberg-Marquardt,6, 7 Ge-
netic Algorithms,4, 8 Particle Swarm Optimization,9, 10 etc. Tra-
ditional techniques (Gauss-Newton and Levenberg-Marquardt,
etc.) are adequate to identify favorable parameters in the case
of simple problems, since a good initial value can be easily ob-
tained based on previous information. With regard to complex
problems, favorable parameters cannot be identified with ease
by local search algorithms due to the difficulties of setting the
initial value.8 As a result, parameter identification techniques
based on intelligent algorithms are arousing more interest in
modeling and parameter identification. For example, Genetic
Algorithm (GA) and Particle Swarm Optimization (PSO) have
robust features and are suitable for solving multi-objective
problems. However, these methods also have their limitations.
GA generally requires a large number of function evaluations
whose convergence speed is quite slow because the evolution
of solutions depends on evolutionary operators.11 According
to this situation, Liu focuses on the problem of premature con-
vergence in GA, and proposes an adaptive GA based on pop-
ulation diversity.10 Chang proposes an improved real-coded
GA for parameter estimation of nonlinear systems to directly
implement the programming operations.12 Aine states that pa-
rameters of evolutionary algorithms should be appropriately
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controlled for implementing an effective search, and a concept
of dominance among control parameter vectors should be de-
veloped to show how it can be effectively used to reduce the
storage.13 In contrast to GA, PSO was reported to show bet-
ter results in terms of computational time and cost,12 but the
problem of premature convergence is serious due to the lack
of diversity where multiple objective function is concerned.14

It is also sensitive to control parameter choices, especially the
inertia weight, acceleration coefficients and velocity clamping.
Incorrect initialization of these parameters may easily lead to
divergence of cyclic behavior.15

In order to perfect the performance of intelligent algorithms,
there have been some new ideas focusing on the hybrid PSO
algorithm by adding GAs.11, 14, 16 Simulations for a series of
benchmark test functions show that the proposed method pos-
sesses better ability to find the global optimum with a relative
high efficiency.17 In this paper, a hybrid evolutionary algo-
rithm combining the GA with PSO is proposed, called GA-
PSO. In the GA-PSO, the part GA is improved by using an
elitism strategy, and the part PSO is executed by an adap-
tive inertia weighting factor. At the same time, the GA-PSO
is designed with an adaptive termination criteria. After these
improvements are made, the proposed algorithm will achieve
more accurate solutions with higher computational efficiency
than traditional ones. In order to testify that the method is
superior, we applied it to one classic multi-variate and multi-
extremum function (Shubert function) to search for the min-
imum solution. Through comparing the results of the novel
method with the Standard GA, it is found that the proposed
approach is capable of much more accuracy and efficiency. In
addition, parameter estimation of the Bouc-Wen model with
noisy data is also considered, and its results are used to ver-
ify that the proposed approach is prominently robust and reli-
able. Finally, a large amount of experimental data of real MR
damper is utilized to further validate the GA-PSO with satis-
factory parameter estimation results and highly efficient com-
putational capability.

This paper proposes a new promising identification method
for highly nonlinear hysteretic systems described by using the
Bouc-Wen model through adapting a novel hybrid evolution-
ary algorithm (GA-PSO). The paper is organized as follows:
Section 2 introduces the self-made MR fluid damper and in-
vestigates its hysteretic behavior through experiment. Next,
the Bouc-Wen model of the MR fluid damper and its parame-
ter identification is introduced in section 3. In order to imple-
ment parameter identification effectively, a novel hybrid evolu-
tionary algorithm is designed and proposed in Section 4. Sec-
tion 5 discusses the efficiency and accuracy of the proposed
approach. Finally, concluding remarks are given in Section 6.

2. MR FLUID DAMPER

The MR fluid damper is an ideal candidate in semi-active
control for civil engineering structures. As is revealed by the
introduction, the MR fluid damper has complex and dynamic
mechanical characteristics. In this section, an experimental
prototype of the MR fluid damper is designed and performed
to obtain the necessary data for further study on modeling the
hysteretic behavior using an appropriate algorithm.

(a) Cross section of MR damper.

(b) Experimental setup of MR damper performed by MTS.

Figure 1. MR damper test setup.

2.1. Design of the MR Fluid Damper
As is shown in Fig. 1, a self-made MR fluid damper is per-

formed by the Material Test System (MTS) at State Key Labo-
ratory for Strength and Vibration of Mechanical Structures in
China. We can see the schematic representation of the cylin-
drical type of MR damper in Fig. 1a. The MR fluid is housed
within two cylinders: one is installed within the piston de-
vice, and the other is installed within electromagnets and coils.
Within the piston device cylinder, the piston of the MR damper
is driven by a two-way pusher-pull bar. When the magnetic
field changes, the mechanical behavior of MR damper can be
changed. As is exhibited in Fig. 1b, the actual damper is driven
by a mechanical driver, and the generated force is measured by
a force sensor.

2.2. Hysteresis Behavior of the MR Fluid
Damper

By using the setup in Fig. 1, a series of preliminary tests are
conducted to measure the response of the damper under var-
ious loading conditions. Fig. 2a displays partial cases of the
damper’s responses under 0.5 Hz and 2.0 Hz sinusoid excita-
tion with the amplitude range fluctuating gradually from zero
to ±10 mm, and the magnetic field varies as measured by the
currents of 2.0 A.

It should be noted that the displacement-force curves are ba-
sically akin to ellipticals, suggesting that the relationship be-
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(a) Case of 2.0 A Current intensity and 0.5 Hz Frequency with 10 mm displacement amplitude.

(b) Case of 2.0 A Current intensity and 2.0 Hz Frequency with 10 mm displacement amplitude.

Figure 2. Hysteresis characteristic of the MR fluid damper.
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tween displacement and force is nonlinear. Meanwhile as illus-
trated by the velocity-force curves in Fig. 2, their relationship
is linear in high-velocity regions, but not in low-velocity re-
gions centered at zero, appearing to be obvious hysteresis. As
a result, the force-velocity relationship is characterized with
obviously nonlinear hysteresis that should be much more paid
attention. The above complex nonlinear hysteresis should be
described accurately by an advanced model.

3. MECHANICAL MODEL OF THE MR FLUID
DAMPER

The Bouc-Wen model is one of the important models used
extensively for modeling various kinds of hysteretic systems.
It has an important merit of being extremely versatile and can
exhibit a wide variety of hysteretic behavior. In this paper, we
mainly discuss how to make the Bouc-Wen model applicable
to simulate the dynamic characteristic of the MR fluid damper.

3.1. Bouc-Wen Model
The normalized version of the Bouc-Wen model introduced

in [4] relating the output F (t) to the input x(t) is given by

F (t) = cẋ(t) + kx(t) + αz(t) + f ; (1)

where evolutionary variable z is governed by

ż(t) = Ax(t)− βẋ(t)|z(t)|n − γ |ẋ(t)| z(t)|z(t)|n−1; (2)

where c is the viscous coefficient contributing to the scaling re-
lationship of the proportion by force and velocity, k is the stiff-
ness contributing to the scaling relationship of the proportion
by force and displacement, α is a scaling factor, and f is the
initial damper displacement. As seen from the expressions, the
characteristic parameters c, k, α, f, A, β, γ and n are undeter-
mined in advance that should be identified by an optimization
algorithm.

3.2. Parameter Analysis
Considering the nonlinear system governed by Eqs. (1) and

(2), most of the parameters do not have clear physical mean-
ings for damper’s dynamic property.8 When we employ one
parallel algorithm to search for the optimal values of these pa-
rameters, initial settings such as searching ranges. for every
parameter have an important effect upon the convergence rate
and training speed of the algorithm. Moreover, these settings
are generally designed based on their physical meanings to a
large degree. For this reason, it is very imperative to discuss
the contribution of every parameter to the Bouc-Wen model’s
output.

In order to explore the undetermined parameters playing
what part of physical meaning or contribution for the hysteretic
curves, different hysteretic curves are plotted in Fig. 3. The re-
sults are derived from numerical simulation of the Bouc-Wen
model by a 4th order Runge-Kutta method with a time step
∆t = 0.01 s. Herein, assume input x is harmonic displace-
ment x = Bsin(ωt) where ω = π rad/s1 and B = 10. The
variables x, ẋ, z and F and parameters c, k, α, f, A, β, γ and
n in the Bouc-Wen model are temporarily supposed to be di-
mensionless. Various hysteretic curves are drawn in Fig. 3 by
changing the values of every parameter. Based on their varying
pattern, the parameters are analyzed below:

Table 1. Parameter description in Bouc-Wen model.

Parameters Description
c viscous factor
k stiffness factor
α Hysteretic factor
f offset

A, β, γ Shape control factor
n Yield slope factor

• Parameter c: Fig. 3a shows that the original values of pa-
rameters k, f, α,A, β, γ and n are assumed to be fixed at
0.1, 0, 20, 0.1, 2, 2 and 1 respectively. Then, observe the
curves’ transformation along with the change of the pa-
rameter c. When the value of c is increased, we found that
the displacement-force (x− F ) curves become more dis-
tinctly full maintaining a certain slope. On the contrary,
the average slope of the velocity-force (ẋ−F ) curve, de-
picted by Fig. 3a, becomes larger when c does. Parameter
c is susceptible to the relationship of velocity and force,
and therefore it can be named ”viscous coefficient”.

• Parameter k: c, f, α,A, β, γ and n are assumed to be
fixed at 0.1, 0, 20, 0.1, 2, 2 and 1 respectively. The value
of k is susceptible to the relationship of displacement and
generated force, and the average slope of the curve de-
picted by Fig. 3b becomes larger when k does. For this
reason, k is always to represent the average slope of x−F
loops, which can be regarded as stiffness factor.

• Parameter f : The variety of the curves in Fig. 3c seems
obviously simple. The force f is an offset that accounts
for the nonzero mean value observed in the measured
force.

• Parameter α: Its value is dependent on the hysteresis
variable z which is a solution of the hysteresis differential
z. Thus, it is very difficult to obtain an explicit value of
α. The variety of the curves in Fig. 3d shows that α rep-
resents the ratio of linear to nonlinear responses, which is
responsible for hysteretic characteristics.

• Parameters A, β and γ: The deformation of the curves
seems analogous when A, β and γ vary severally (see
Fig. 3e). They do not have a very clear physical mean-
ing in general, which is the main reason that they match a
wide class of hysteretic curves. Hence, we can call them
shape control factors.

• Parameter n: As shown in Fig. 3f, it represents the sharp-
ness of yield which controls the fullness of the hysteresis
loops. In general, its value range is usually from 1 to 3.

Based on the above analysis, it is concluded that the com-
mon definition of these parameters in the Bouc-Wen model is
suitable for the MR fluid damper in Table 1.

3.3. Parameter Identification
The Bouc-Wen model comprises two equations, one of

which is a differential equation concerning the intermediate
variable z . Since the expressions are obviously complex,
for convenience, Bouc-Wen mathematic equations can be de-
scribed by a discrete form, such as

Fsim(k) = f(x(k), ẋ(k), z(k), Θ); (3)
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(a) (b) (c)

(d) (e) (f)

Figure 3. Examples of hysteresis curves generated by the Bouc-Wen model with different parameters.

where Fsim is simulated force and Θ = [c, k, f, α,A, β, γ, n]
is a set of identified parameters of the Bouc-Wen model, and
x/ẋ is the damper displacement/velocity derived from experi-
mental data.

We also assume the responses of one hysteretic system or
device to be a Bouc-Wen model. Then the system can be ex-
pressed by

Fexp(k) = f(x(k), ẋ(k), z(k), Θ0); (4)

where Fexp is damper force derived from experimental data,
and Θ0 is a set of original parameters representing the inherent
characteristics of the hysteretic systems, which must be found
out by an advanced parallel algorithm.

A flow chart on the parallel algorithm for parameter estima-
tion of the Bouc-Wen model is depicted in Fig. 4. Its process
is introduced as follows: At first, experimental data, including
damper displacement x and velocity x̄, were collected and in-
corporated into the Bouc-Wen model formulation expressed in
Eqs. (1) and (2). Accordingly, the simulated MR damper force
Fsim was figured out. During this phase of the parallel algo-
rithm, the objective function was defined as the sum of differ-
ences between the MR damper force of experimental results

Figure 4. The procedure of parameter estimation by Parallel Algorithm.

and those of the simulated results. It can thus be concluded
that, the lower the objective function value, the better the es-
timated parameters. Through appropriate iterative circulation,
the best results will eventually be picked out.

4. HYBRID EVOLUTIONARY ALGORITHM

4.1. Modified GA
As a powerful computational search and optimization tool,

the GAs have been applied successfully to problems in many
fields such as optimization design, fuzzy logic control, neural
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networks, expert systems, scheduling and many others.4, 8, 18

Generally, GA procedure consists of three basic factors: chro-
mosome structure, fitness function, and some control param-
eters (select operator, crossover operator, etc.). The standard
GA implementation was generally in its standard form, using
a fixed number of generations for iteration and with predeter-
mined crossover and mutation rates. However, the algorithm
efficiency was not adequately considered in the GA. With the
development of GA, variations to the traditional procedures
were proposed in a large amount of literature. By setting ap-
propriate control-parameters, they will conspire to make opti-
mization results more accurate and effective. In this paper, a
computationally-efficient GA is proposed firstly.

4.1.1. Chromosome Structure

Chromosome structure mainly depends on the nature of the
problem to be solved. In the case of the solution structure of
parameter estimation of the Bouc-Wen model, there are alto-
gether eight undetermined parameters (c, k, f, α,A, β, γ and
n) in Eqs. (1) and (2). Therefore, the chromosome can be

Θi = {ci, ki, fi, αi, Ai, βi, γi, ni}, i = 1, ..., N ; (5)

where N is the maximum of chromosomes and i is the ith in-
dividual in chromosome.

4.1.2. Elitism Strategy

The lowest fitness obtained in the chromosome during the
GA iteration is stored so as to ensure the offspring of the best
chromosome in subsequent generations.19 Generally, standard
GA uses the roulette wheel strategy to reserve the relative
”good” individuals for next circle based upon the values of in-
dividual fitness function. However, this method easily arouses
some vital problems such as ”low efficiency” and ”local op-
timization,” because of its random search property.20 Draw-
ing on this, we can reserve the fittest individual in each gen-
eration without undergoing crossover and mutation progress,
which can converge to the global optimum. When the genera-
tion evolves, the minimum error (elite individual) will directly
approach the global optimum. That is

ei+1
min ≤ e

i
min; (6)

where eimin is the minimum error (elite individual) at the i th
generation. ”e” can be designed by the distance between the
simulation and experiment results of damper forces. In this
paper, we choose the fitness function as the error ”e” (see
Eq. (10)). As a result of the elitism strategy, the value of the
error function is descending to zero directly. The stored mini-
mum errors cannot increase over iterations.

Unlike the standard GA implementation where the best
individual (chromosome) might be lost due to encountered
stochastic effects, the iterative process in improved GA is al-
ways searching for the universal best solution at the minimum
error rate since the strategy can remove the destructive effect
of the crossover and mutation. Consequently, the tendency of
descending errors is successfully maintained and the efficiency
of the algorithm is greatly enhanced.

4.2. Modified PSO
Swarm intelligence is an exciting new research field still in

its infancy compared to other paradigms in artificial intelli-
gence. A number of computational swarm-based systems have
been developed in the past decade, where the approach is to
model the very simple local interactions among individuals,
from which complex problem-solving behaviors emerge.21

Suppose that the searching space is D-dimensional and n
particles form the colony. The i th particle represents a D-
dimensional vector Xi(i = 1, 2, . . . , n) that stands for the i th
particle location Xi = (xi1, xi2, ..., xiD)(i = 1, 2, ..., n) in
the searching space. In the PSOs, the location vector x(t+1)id

at the next time step is given by

x
(t+1)
id = x

(t)
id + v

(t+1)
id ; (7)

where x(t)id , v(t+1)
id are the location at the current time step and

the velocity at the next time step for the i th particle and d th
dimensional vector.

We should calculate the particle’s fitness value by putting its
location into a designated objective function that is analogous
to the process of GA. When the value of the fitness is higher,
the correspondingXi is more ”excellent”. The velocity vectors
are adjusted to move toward the previous best position of each
particle and that of a swarm, defined as

v
(t+1)
id = ωv

(t)
id + c1r1(Pid − x(t)id ) + c2r2(Pgd − x(t)gd ); (8)

where i = 1, 2, . . . , n, d = 1, 2, . . . , D, r1 and r2 are uni-
formly distributed random numbers (r1, r2 ∈ [0, 1]), and c1
and c2 are learning rates controlling the effects of the personal
and global guides, respectively, while ω is the inertia weight
controlling the balance between exploration and exploitation,
and it is the following decreasing linear function:

ω(t) = ωmax − (ωmax − ωmin)
t

tmax
; (9)

where ωmax and ωmin are the final weight and initial weight
respectively. The equation is meant to decrease the diversifica-
tion characteristic of particles within a certain velocity, which
guarantees the searching point gradually approximate to Pid

and Pgd. In this paper we set the values of ωmax and ωmin

equal to 0.9 at the beginning of the search and 0.4 at the end
of the search respectively, according to the empirical study.5

By using a linearly-decreasing inertia weight, the PSO will be
ameliorated greatly in contrast to the cases where the inertia
weight is a positive constant. Like the improved GA, the fit-
ness function fit is equal to the objective function RMSE as
in Eq. (10).

4.3. Hybrid Evolutionary Algorithm
GA and PSO are basically similar in their inherent paral-

lel characteristics, whereas experiments display that they have
their respective advantages and disadvantages. This paper is
set out to present a hybrid evolutionary algorithm, by combin-
ing the advantages of GA and PSO. This algorithm can high-
light the excellent features of GA and PSO while avoiding the
weaknesses, such as low calculation efficiency in GAs and pre-
mature convergence in PSOs.

In hybrid evolutionary algorithm, the appropriate objective
function and termination rule should be designed as are intro-
duced as below.
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4.3.1. Fitness Function

A fitness function is a measuring mechanism that is used
to evaluate the status of every individual or particle. Each goes
through the same evaluating exercise. The key to directly influ-
encing the final identified results is in designing an appropriate
identified function. This paper employs the Root-Mean-Square
Error (RMSE), herein to be taken as the fitness function, which
is governed by

fit =
1

n

√√√√ n∑
i=1

(Fsim,i − Fexp,i)
2
; (10)

where n is the number of data points, and each sim-
ulation/experimental data point is indexed by subscript
sim, i/exp, i.

4.3.2. Termination Rule

An early evolutionary algorithm generally terminates after
the expiry of a fixed number of terminations. However, when
the solution has already found the minimum error but not yet
arrived at the designated generation, it is undoubtedly time-
consuming to go on iterating. For this reason, an appropriate
termination rule should be created so as to relieve the unneces-
sary computational burden.

The termination strategy in this study is proposed under two
aspects: one is depending on maturity degree of the population
proceeding in a certain generation. Another is in view of the
fittest individuals after iterating a certain generation, control-
ling the real calculation accuracy.

Rule 1: Terminate the GA-PSO if a reduction of minimum
error lower than 20% of maximum error does not arise in fur-
ther generation, which is defined as

ekmin − ek+1
min 6 0.2 max

k
{ekmin}; (11)

where ekmin represents the minimum error in k th generation.
This rule can guarantee that the population should not be di-
versified any more, and the best individual is very close to the
global solution.

Rule 2: Terminate the GA-PSO if the minimum fitness value
is below a threshold emin, which is given by

fitmin 6 emin; (12)

where emin is the designated threshold value of fitness, and
fitmin represents the minimum fitness value in individuals.
This rule can guarantee the final solution’s precision is ade-
quately satisfied.

The flowchart of the hybrid evolutionary algorithm is intro-
duced in Fig. 5. Firstly, the initial population is randomly gen-
erated according to structural optimization problems, and then
the objective function is utilized to evaluate the status of each
individual or particle in the population. Based on the evalua-
tion results, the population is divided into two sub-populations.
Within the population, 50% of the individuals with lower fit-
ness are input to the GA-based identifier to identify the un-
known parameters. Simultaneously, another 50% with higher
fitness are input to the PSO. The above allocation scheme can
ensure improving the convergence speed of GA, while avoid-
ing plunging into local optimum in PSO. The process will be

Figure 5. Flow chart of hybrid evolutionary algorithm.

Figure 6. Shubert functions graph.

repeated until one solution can satisfy the requirement of the
termination rule, and it should be exacted to be the final or
optimal solution.

4.4. Validation in Test Function Problems
The performance of the hybrid evolutionary algorithm was

evaluated by multi-variable, multi-model function problem
that is known as the Shubert function. The test function is as
follows:

Optimize the minimum in f(x1, x2) =

5∑
i=1

i cos[(i+ 1) · x1 + i] ·
5∑

i=1

i cos[(i+ 1) · x2 + i];

x1, x2 ∈ [−10, 10].

The Shubert function graph in Fig. 6 displays multiple
peaks. If Standard GA or PSO is used, the best solution will
usually search for the local minimum value of the function.
Avoiding the problems of ”premature” and ”local optimiza-
tion” is an arduous task that should be settled successfully. In
order to prove the superiority of the proposed approach, we ap-
plied the Standard GA and the GA-PSO respectively to solve
the minimum value of the Shubert function, and their efficien-
cies and accuracies are compared to each other.

Note that the standard GA is performed using the follow-
ing algorithm settings: roulette wheel selection, crossover rate
Pc = 0.85, mutation rate Pm = 0.01, and the maximum gener-
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Table 2. Test data of Shubert function minimization.

min f(x1, x2)
Generation

5 10 25 30 40 50
Standard GA -110.3478 -162.8241 -186.2324 -186.6189 -185.8875 -186.7301

GA-PSO -183.4561 -186.7098 -186.7306 – – –

ationN = 50. Both in the standard GA and GA-PSO, the num-
ber of population/particles is a set of 80. The above-mentioned
approach has been implemented by MATLAB. Simulation is
processed by an Intel Core2 Duo E6300 1.86 processor with
1024M RAM, under Windows 7.

Figure 7 illustrates that the value of the fitness function ex-
periences an approximate descending course as optimization
processes both in the Standard GA and GA-PSO. It is ob-
served in Fig. 7a that the first twelve generations finish more
than 90% of the convergence in the iterative process, and the
further reduction in estimation error is in the region of gentle
slope. There is no more evolution after the 16th generation
when the error is reaching the minimum value. Thus, it is very
crucial to establish an appropriate termination rule which can
get rid of redundant iterative generations in due time. When
GA-PSO adopts the termination Rule 1 and Rule 2, the process
shows a very quickly descending tendency, only experiencing
twenty-five generations, and the best solution (-186.7306) is
found out. Meanwhile, by comparison between the average
solution experiences with standard GA and GA-PSO, the solu-
tion range in GA-PSO is a little farther from the final solution
than result in the standard GA. This is because the average
solution is mainly dependent on the dispersion degree of the
individuals in optimization algorithms. If the individuals were
more diversified, the average solution would be more decen-
tralized. In this sense, the generated individuals in GA-PSO
are much more diversified, resulting in one global optimized
solution. Thus, a more accurate solution in GA-PSO will be
obtained, which is also verified in Table 2.

As illustrated in Table 2, the minimum value of the Shubert
function by using Standard GA is -186.7301 in the 50th gener-
ation. With regard to the GA-PSO, the minimum value main-
tains -186.7306 in the 25th generation. Obviously, a smaller
number of generations are required, and higher accuracy is ob-
tained by the GA-PSO before termination. In view of this, we
recommend the hybrid evolutionary algorithm (GA-PSO) for
solving complex problems because of its high precision and
efficiency.

5. IDENTIFICATION RESULT AND
DISCUSSION

In order to implement numerical calculation for the Bouc-
Wen model, a 4th order Runge-Kutta method is adopted to
solve the differential Eq. (2) with a time step ∆t = 0.02 s. As-
suming that the excitation function is harmonic displacement
x = 10sin(πt) (where the unit is mm), some typical solutions
of the mechanical formulation are shown in Fig. 8.

In this study, the first case that was considered original
values of eight parameters (c0, k0, f0, α0, A0, β0, γ0, n0) are
assumed to be fixed at 0.08 kN·s/mm, 0.01 kN/mm, 0 kN,
20 kN/mm, 0.05, 4 kN·s/mm2.8, 2 kN·s/mm2.8 and 1.8 respec-
tively. Likewise the second case is considered that original
values of parameters are assumed to be fixed at 0.1 kN·s/mm,
0.01 kN/mm, 2.0 kN, 25 kN mm, 0.05, 4 kN·s/mm2.5,
2 kN·s/mm2.5 and 1.5 respectively.

(a) Standard GA.

(b) GA-PSO.

Figure 7. Iterative track of the best and average fitness values.

5.1. Noise-free Estimation

Firstly, we consider noise-free estimation, in which force
data is not corrupted. In order to validate the superiority of the
GA-PSO, it is compared with the Standard GA in terms of the
accuracy and efficiency of the results. The Standard GA is per-
formed using the following algorithm settings: roulette wheel
selection, crossover rate Pc = 0.85, mutation rate Pm = 0.01,
and the maximum generation N = 30.

Statistics of the estimated parameters with case 1 and case
2 are illustrated in Table 3 and Table 4, respectively. Further-
more, we also compare the accuracy and efficiency between
the Standard GA and the GA-PSO in Table 5. The errors in
the GA are 0.1351 kN on average, the process of which is ter-
minated in the 30th generation. Regarding the GA-PSO, how-
ever, the average errors are less than 0.0933 kN , and its pro-
cess is terminated within the 16th generation. Obviously, the
GA-PSO requires a smaller number of generations but obtains
results with much greater accuracy.

As shown in Fig. 9, it is found that the hysteretic loops are in
very close agreement with the simulated hysteresis. Note that
the original curves are plotted by solid lines, and the estimated
results are plotted by a series of small circles. In Fig. 10, the
errors between the original and estimated damper force values
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Case 1: c = 0.08, k = 0.01, f = 0, α = 20, A = 0.05, β = 4, γ = 2, n 1.8.

Case 2: c = 0.10, k = 0.01, f = 2.0, α = 25, A = 0.05, β = 4, γ = 2, n = 1.5.

Figure 8. The hysteresis loops generated by the Bouc-Wen model.

Table 3. Comparisons of estimated parameters from the case 1 by using Stan-
dard GA and GA-PSO.

Estimated by Original Standard GA GA-PSO
c (kN·s/mm) 0.08 0.0849 0.0817
k (kN/mm) 0.01 0.0157 0.0241
f (kN) 0 0.0568 0.0146

α (kN/mm) 20 15.9478 16.7831
A (dimensionless) 0.05 0.0573 0.0673
β (kN·s/mmn+1) 4 1.4041 3.1223
γ (kN·s/mmn+1) 2 2.2604 2.0178
n (dimensionless) 1.8 1.7031 1.7167

RMSE (kN) N/A 0.1425 0.0933

Table 4. Comparisons of estimated parameters from the case 2 by using Stan-
dard GA and GA-PSO.

Estimated by Original Standard GA GA-PSO
c (kN·s/mm) 0.1 0.1087 0.1018
k (kN/mm) 0.01 0.0148 0.0201
f (kN) 2 1.9717 2.0311

α (kN/mm) 25 19.9222 16.2741
A (dimensionless) 0.05 0.0416 0.0774
β (kN·s/mmn+1) 4 3.2460 2.7106
γ (kN·s/mmn+1) 2.00 2.3371 3.1919
n (dimensionless) 1.5 1.5981 1.5362

RMSE (kN) N/A 0.1277 0.074

can also be surveyed, and maintain less than 0.2 kN every-
where.

5.2. Noise Estimation
Next, parameter estimation of the Bouc-Wen model with a

set of noisy data is considered. In the real parameter estima-

Table 5. Comparison of accuracy and efficiency by using Standard GA and
GA-PSO with original data.

Standard GA GA-PSO
RMSE (kN) Generation RMSE (kN) Generation

Case 1 0.1425 30 0.0933 15
Case 2 0.1277 30 0.0740 16

Average 0.1351 30 0.0836 15.5

tion problem of the model, measured data are often corrupted
by noise. Then uncertainty can arise from measurement instru-
ments, system noise, low-accuracy calculation, etc. Thus, the
effect of noise should be taken into account. In this paper, a
series of random values are added to the original data. Assume
x′ is noise data, and then it can be divided two parts:

x′ = x+ xn
Bouc−Wen−−−−−−−−→ F ′ = F + Fn; (13)

where x represents the component of original data, and xn
represents the component of additive noise at each particular
time. Through substituting x′ for x in Bouc-Wen model, a set
of damper force data F ′ is obtained subsequently. Then the
RMSE function Eq. (10) can be replaced by

fit =
1

n

√√√√ k∑
i=1

(Fsim,i − F ′i)
2
; (14)
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(a) Case 1.

(b) Case 2.

Figure 9. Parameter estimation results using the GA-PSO.

(a) Case 1.

(b) Case 2.

Figure 10. Errors by using GA-PSO.

(a) Case 1.

(b) Case 2.

(c) Case 1.

(d) Case 2.

Figure 11. Parameter estimation by the GA-PSO with noisy data at (a),(b)10%
and (c),(d)25% levels of NR.

216 International Journal of Acoustics and Vibration, Vol. 20, No. 4, 2015



X. Xiaomin, et al.: SIMULATION OF THE HYSTERESIS MODEL FOR THE MR FLUID DAMPER USING A HYBRID EVOLUTIONARY ALGORITHM

In this study, the percentage noise ratio is designed to per-
form optimization for different level noise. The noise ration
(NR) is given by

NR =
1

n

n∑
i=1

(
xi − x′i
x̄

)× 100%; (15)

where n is the number of data points, each data point is indexed
by subscript i, and x̄ represents the average value of original
data .

Some numerical results of hysteretic loops simulated using
GA-PSO with noise data are displayed in Fig. 11, in which the
estimation curves appear to remain quite close to the original
one. This proves that the proposed method is effective, even if
the original data are corrupted by different degrees of noise.

By collecting a large amount of examples shown in Table 6
and Table 7, most of the estimated parameter values differ from
the original values, and there exist different errors under differ-
ent degrees of noise. When the noise ratio becomes bigger, the
error will increase. It should be noted that the errors are basi-
cally below 0.2 kN, even if the noise ratio reaches up to 40%.

5.3. Simulation of a Real MR Damper
In the experiment, the damper behavior of the MR damper is

observed under 0.5 Hz, 1.0 Hz and 2.0 Hz sinusoid excitation
with 10 mm amplitude displacement, and the magnetic field
is varied by different currents ranging from 0 A to 3.0 A. In
Figure 2, the damping curves from experimental data are not
very smooth, which should be interfered by a certain degree of
noises, possibly arising from measurement instruments, sys-
tem noise, etc. The noise existing in hysteretic curves will
impose more difficulties on construction for an effective Bouc-
Wen model with accurate identified parameters. In this paper,
a large amount of experimental data obtained from the MR
fluid damper is utilized to verify that the proposed approach
has the capability to estimate the satisfactory parameters of the
Bouc-Wen model efficiently. We also compare it with Stan-
dard GA in terms of accuracy and efficiency. (Herein the Stan-
dard GA is performed using the following algorithm settings:
roulette wheel selection, crossover rate Pc = 0.85, mutation
rate Pm = 0.01, and the maximum generation N = 60.)

In the proposed method, several sets of identified param-
eters are figured out due to different applied current intensi-
ties, which are shown in Table 8. By using Standard GA, the
average errors are 0.1254 kN, 0.1766 kN and 0.2701 kN un-
der the frequency of 0.5 Hz, 1.0 Hz and 2.0 Hz, respectively.
Regarding the GA-PSO, however, the average errors are less
than 0.1012 kN, 0.1214 kN and 0.2 kN, and their processes
are terminated in the 35th, 40th, and 42th generation, respec-
tively. In GA-PSO, the solution is quite precise, where its er-
rors are consistently below 0.2 kN . In addition, the GA-PSO
represents higher computational efficiency whose iteration are
around forty generations.

In the proposed method, the typical results are drawn in dif-
ferent cases of 0.5 Hz, 1.0 Hz and 2.0 Hz frequency with dif-
ferent current intensities from 0 A to 3 A. Each case has the si-
nusoidal displacement of 10 mm. Part of the calculation values
of the estimated parameters are listed in Table 9. As exhibited
in Fig. 12, it merits great attention that the nonlinear hysteresis
responses are in large agreement with theexperimental data by

Table 6. Estimated parameters from case 1 with noisy data.

NR (%) 10 20 30 40
c (kN·s/mm) 0.0791 0.0837 0.0958 0.0760
k (kN/mm) 0.0228 0.0300 0.0315 0.0015
f (kN) 0.0159 0.0224 0.0379 0.0626

α (kN/mm) 17.4237 27.5348 15.5224 28.6553
A (dimensionless) 0.0492 0.0273 0.0387 0.0412
β (kN·s/mmn+1) 1.0009 2.6252 4.3346 3.6241
γ (kN·s/mmn+1) 4.2481 2.6995 3.9699 3.8054
n (dimensionless) 1.8955 1.7282 1.9878 1.8416

RMSE (kN) 0.1237 0.1345 0.1520 0.1982

Table 7. Estimated parameters from case 2 with noisy data.

NR (%) 10 20 30 40
c (kN·s/mm) 0.0979 0.1101 0.1121 0.1105
k (kN/mm) 0.0092 0.0147 0.0180 0.0083
f (kN) 1.9020 1.9618 1.8989 2.0804

α (kN/mm) 22.0790 23.0376 15.5506 21.7743
A (dimensionless) 0.0592 0.0251 0.0375 0.0234
β (kN·s/mmn+1) 4.7363 2.5276 1.6250 4.9113
γ (kN·s/mmn+1) 2.9286 4.9258 3.1510 3.8106
n (dimensionless) 1.6124 1.6960 1.5912 1.7903

RMSE (kN) 0.1015 0.1304 0.1640 0.1892

using GA-PSO method. It is intended to testify that the results
of the proposed method are very satisfactory.

6. CONCLUSION

This paper reports on an experimental study of the MR
damper, the results of which indicate that the MR damper has
the remarkably nonlinear hysteretic characteristic. Usually the
Bouc-Wen model is utilized to model the hysteretic character-
istic. However, the Bouc-Wen model consists of a set of multi-
unknown parameters that need to be estimated simultaneously.
It is a burdensome task to effectively identify the exact val-
ues of the parameters. In view of this, this paper proposes a
novel hybrid evolutionary algorithm combining Genetic Algo-
rithm with Particle Swarm Optimization (GA-PSO). The sim-
ulation results verify the GA-PSO has the ability to search for
the global optimal solution with remarkable computational ac-
curacy and efficiency. Finally, a series of preliminary data ob-
tained from a real MR damper is used to again testify that the
proposed method is capable of estimating the satisfactory pa-
rameters of the Bouc-Wen model efficiently. It makes sense
to predict that the approaches presented herein can also throw
light on the development and characterization of other complex
hysteretic systems.
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