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Editor’s Space

Reduction of Machinery Noise by Controlling Vibration of Its
Whole Casing

The concept of active noise con-
trol has been known for more than

80 years. However, although research has become more in-
tense during last 20 years, very few practical applications have
become available on the market. The main reason is that global
noise reduction based on the phenomenon of destructive inter-
ference of the noise and the secondary sound generated by a
control system is extremely difficult to achieve and is not eco-
nomic. Therefore, real active control applications are mainly
limited to active headsets or earplugs, headrests or similar sys-
tems generating local zones of quiet, like in cars and aircraft
cabins or small workspaces. Active noise control has also been
applied to ventilation systems with some commercial success.
If the noise sources are separated from the user areas by win-
dows or thin panels, these may be made to vibrate to reduce
the noise passing through them. Such idea is known as active
structural acoustic control. It has been found useful with air-
craft cabin walls, for example. However, no good solutions
exist so far to reduce the noise of industrial machinery or do-
mestic appliances.

My research group, within a project sponsored by the Na-
tional Science Centre, Poland, DEC-2012/07/B/ST7/01408,
has addressed structural control to cope with the problem of
machinery noise. The purpose of the control system is to gen-
erate vibration of all casing walls so as to acoustically isolate
the machine (“block” the noise escaping through the casing).
For some machines their own casings can be used, dependant
on the structure, and for some others additional surrounding
casings may be necessary. Without active control, the noise
cannot be sufficiently reduced with passive isolation, because
it may require thick layers of sound-absorbing materials, which
increase the size and weight of the machinery and are an ob-
stacle for heat dissipation.

Except from the general Fuller’s idea we have not found any
publications about control of the full machinery casings made
of a number of connected walls in the literature. The prob-
lem is in fact very complicated. The vibration of each wall
forced by actuators mounted to its surface excites the other
walls through the sound field enclosed in the machine casing,
the sound field outside the casing and the connected edges of
neighbouring casing walls. Thus, in the first stage of our own
research it was decided to consider casings walls with rigid

frames in order to minimise the latter effect. Even then, the
system is very multichannel. To effectively control noise over
a given frequency range all relevant modes within it should be
controllable and observable. Mathematical modelling and lab-
oratory experiments revealed that as many as three actuators
and three sensors may be needed for each wall, resulting in a
system of fifteen inputs and fifteen outputs (the bottom wall
naturally does not need to be controlled). The distribution of
these sensors and actuators follows from an optimization pro-
cess, which maximises measures of system controllability and
observability. A reliable model of the structure was necessary
for the optimization. The dynamic properties of the actuators
and sensors - including their mass, size, and mounting - should
be taken into account in this process, because their presence
modifies the frequency response of the total structure signif-
icantly. The model accuracy was validated by laboratory ex-
periments performed with a laser vibrometer. A memetic al-
gorithm was employed to solve the complicated optimisation
problem. Having correctly distributed sensors and actuators,
different control strategies were applied. The response of vi-
brating plates, although well resistant to harsh environmental
conditions, is significantly affected by changes in temperature.
Therefore, after preliminary research it was decided to concen-
trate on adaptive controllers.

Due to very high coupling in the system, an individual sin-
gle input – single output approach to control results in very
poor performance and generally causes divergence of adaptive
control filter tuning algorithms. Supervisory control used to
manage the individual direct controllers in a higher layer is
not efficient. However, the system becomes effective and ro-
bust if each plate is controlled individually with a multichannel
system and the higher layer helps to compensate for their in-
fluence, i.e. decouples the system.

With the same actuators, different configurations and sen-
sors were verified. Double-panel walls were tested, with one
panel excited by actuators and the other sensed by accelerom-
eters. This required an additional modelling and optimisation
stage. A configuration with microphones located in the cav-
ity between the panels was also concerned. Different types
of actuators and sensors, and even the shunt technology were
also examined in our research. However, the most efficient
structure in terms of noise reduction was found to be with mi-
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Editor’s Space
crophones located outside the machine casing, in front of the
walls, which are used as error sensors. To improve the prop-
erties of such system, including its robustness, a round-robin
technique was applied to select error signals for the multichan-
nel subsystems operating for each wall. What is very remark-
able, the system, if properly tuned, guarantees global control in
the whole acoustical environment outside the machine casing.
This has been confirmed with many observation microphones
located in the exterior laboratory space and, additionally, by
measurements made with a sound analyser.

Using the microphones outside the machine casing, how-
ever, is an academic solution, which rather cannot be commer-
cially accepted. Therefore, our original virtual microphone
control idea was applied. Thus, microphone measurements
are only needed during the development stage, and appropri-
ate auxiliary filters are designed. Then, during operation stage,
only measurements with structural sensors are needed, and ap-
propriate setpoints (which are zero for classic algorithms) are
derived for the control systems. With this system, global noise
control results were obtained, which are very similar to those
obtained with the microphones. However, the total machinery
system is compact, without any sensors located outside, and it
is not very dependant on changing environmental conditions in
the sound field.

Obtained results motivated my research group consideration
of the problem of light-weight casings, in which the walls are
connected directly, without a frame. The boundary conditions
for the walls are thus elastically restrained against rotation.
This complicates the problem further and requires more so-
phisticated modelling. Again, the optimisation was repeated to
find the optimal number and distribution of sensors and actu-
ators. Generally, in this case, more sensors and actuators are
needed, if the same frequency range is concerned. Therefore,
including also a much higher coupling in the system, additional
challenges exist for designing the algorithms. Therefore, much
effort was needed to reduce computational complexity without
deteriorating performance and stability of the system. Control
structures with the error sensors comprised of accelerometers
attached to the casing walls, physical microphones located out-
side the casing and the virtual microphones were considered
again. In the end, the effect was better than expected. Global

noise reduction was obtained, reaching up to 15 dB for some
frequency bands. It was even higher than for the machine cas-
ing with a rigid frame.

The proposed approach is applicable to any machine cas-
ings, inherited or additionally surrounding the device, which
are made of a thin material with vibration control ability. Many
examples exist in industry, but many machines used every day
also meet this criterion such as washing machines, coffee mak-
ers, refrigerators, and more. We have decided to convince the
scientific community, industrial partners and potential users by
implementing the system for a real market-available washing
machine. At this moment the experiments are being performed
in our laboratory, and it is believed that in a few months this
particular washing machine will be demonstrated to be much
quieter.

In conjunction to developing the active solutions presented
above, we have developed an original complete method for
shaping frequency response of a vibrating plate for passive and
active control applications by simultaneous optimization of the
arrangement of additional masses and ribs. With this method,
it is possible to move structural resonance peaks or valleys
to desired frequencies, concentrate and widen them, enhance
controllability and observability measures, etc. In several in-
vestigated examples, both academic and motivated by indus-
trial needs, our approach resulted in appropriate solutions. The
masses and ribs are thin, and the clue is in their shape and dis-
tribution. This method has a high potential for passively reduc-
ing noise passing through and improving features of the plate
and whole machine casings, if used for noise control. The effi-
ciency has been confirmed by laboratory experiments and mea-
surements performed with a laser vibrometer. This solution is
very low cost and, thus, particularly attractive.

It follows from all of the studies summarised in this edito-
rial that appropriate solutions for successful machinery noise
control will soon become apparent to users.

Marek Pawelczyk
IJAV Managing Editor
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Frequency Capture Characteristics of Gearbox
Bidirectional Rotary Vibration System
Ruqiang Mou, Li Hou, Zhijun Sun, Yongqiao Wei and Bo Li
School of Manufacturing Science and Engineering, Sichuan University (610065), Chengdu, China

(Received 25 September 2013; accepted 9 June 2014)

According to the characteristics of the gearbox and Lagrange mechanics, in this paper a bidirectional rotary vi-
bration system dynamics model of the gearbox is established, using MATLAB to simulate the model, study the
vibration characteristics of the system in both horizontal and vertical directions, and compare it to existing sim-
plified models. Through the analysis of the model, the conditions of the system that produce frequency trapping
are studied, and the frequency factors of the system are obtained. The results indicate that reducing eccentric
mass, eccentricity, and rotary damping, and increasing damping movement, bearing stiffness, and input torque can
improve system response speed and reduce the amplitude, which can avoid frequency trapping of the system. The
study provides a theoretical basis for optimization and installation of the gearbox system.

1. INTRODUCTION

Due to the rapid development of modern industry, gears have
become one of the key parts in the modern industry. The gear
box has a fixed gear ratio, transmission torque, compact struc-
ture, etc., which is now widely used in various machines. But
the gearbox forces are complex. Elastic and inertial forces
needed to withstand the complex alternating load. The fre-
quency of trapping will happen, allowing the system deforma-
tion or vibration, which affects the normal operation of the ma-
chine, or even damages it.

Frequency capture is a special nonlinear vibration phe-
nomenon. During this phenomenon, when the external excita-
tion frequency is close to the natural frequency of the system,
the external excitation frequency will synchronize with the sys-
tem’s natural frequency, the frequency trapping.5 It has been
established that a class of non- ideal vertical vibration system
vibration models, are being used to study the movement and
rotary damping effect on the frequency capture, but it did not
analyse other parameters on the frequency trapping effects.1

A reverse rotation dual-drive vibration system model has been
created to study the vibration frequency of the system model
that achieves trapping conditions.2 A vertical direction vibra-
tion model has been simplified to a general autonomy system,
and the frequency of trapping phenomenon has been included,
but it is not specific to the analysis of the physical parame-
ters.3 Research4 on frequency capture simulation established
the elastic support rotor system of the digital prototype model
to study the torque and spring stiffness on the frequency of
trapping effects. Researchers have studied the wind turbine
blade fatigue loading frequency trapping.5 Other research6

studied the engineering nonlinear vibration problem, empha-

sizing the need to effectively take advantage of favourable non-
linear vibration and control of harmful nonlinear vibration.

This selection of a particular model of a gear transmission
gearbox as the research object, which is based on the exist-
ing research,7–14 regards the gearbox system as a nonlinear vi-
bration system, takes into account the horizontal and vertical
vibration of the gearbox, studies the frequency trapping con-
ditions in the course of gearbox work, analyses the system
parameters on frequency capture by a numerical simulation
method, and achieves a frequency trapping gearbox digitiza-
tion and visualization, which provides a theoretical basis for
the dynamic optimization of the gearbox system.

2. MATHEMATICAL MODEL OF GEARBOX
BIDIRECTIONAL ROTARY VIBRATION
SYSTEM

A gearbox is mainly composed of the input shaft, output
shaft, driving wheel, driven wheel, the motor (power source),
the lid, and the support member. The gearbox is operated by
driving the motor under the effect of the input operation, which
leads to the driven wheel running. In the gearbox bidirectional
rotary vibration system model shown in Fig. 1, m1 and m2, re-
spectively, represent the driving wheel and the driven wheel
produced by the eccentricity. When the motor rotates, the
eccentric block generates two driven body vibration exciting
forces. The vibration body from the horizontal, vertical, and
torsional vibration in the direction, taking into account the tor-
sional vibration little effect on the system,2 thus ignoring the
reverse direction vibrations.

In the simplified model, the body motion coordinates x,
y, and two eccentric rotations of the rotor phase indicate the

4 http://dx.doi.org/10.20855/ijav.2016.21.1390 (pp. 4–10) International Journal of Acoustics and Vibration, Vol. 21, No. 1, 2016



R. Mou, et al.: FREQUENCY CAPTURE CHARACTERISTICS OF GEARBOX BIDIRECTIONAL ROTARY VIBRATION SYSTEM

W =
1

2
M

(
dx

dt

)2

+
1

2
M

(
dy

dt

)2

+
1

2
J1

(
dθ1
dt

)2

+
1

2
J2

(
dθ2
dt

)2

+
1

2
m1

(
dx

dt
− r1

dθ1
dt

sin θ1

)2

+
1

2
m1

(
dy

dt
+ r1

dθ1
dt

cos θ1

)2

+
1

2
m2

(
dx

dt
+ r2

dθ2
dt

sin
θ2
2

)2

+
1

2
m2

(
dy

dt
+ r2

dθ2
dt

cos
θ2
2

)2

U =
1

2
kx2 +

1

2
ky2 − (T1θ1 + T2θ2)

D =
1

2
C

(
dx

dt

)2

+
1

2
C

(
dy

dt

)2

+
1

2
Cθ1

(
dθ1
dt

)2

+
1

2
Cθ2

(
dθ2
dt

)2



; (1)



W =
1

2
M

(
dx

dt

)2

+
1

2
M

(
dy

dt

)2

+
3

2
J1

(
dθ1
dt

)2

+

1

2
m1

(
dx

dt
− r1

dθ1
dt

sin θ1

)2

+
1

2
m1

(
dy

dt
+ r1

dθ1
dt

cos θ1

)2

+

2m1

(
dx

dt
+ r1

dθ1
dt

sin
θ1
2

)2

+ 2m1

(
dy

dt
+ r1

dθ1
dt

cos
θ1
2

)2

U =
1

2
kx2 +

1

2
ky2 − 2T1θ1

D =
1

2
C

(
dx

dt

)2

+
1

2
C

(
dy

dt

)2

+
3

4
Cθ1

(
dθ1
dt

)2



; (2)

Figure 1. Integrated vibration model of the gearbox system.

generalized coordinates. According to the principle Lagrange
equations of motion used to obtain the mathematical model,
this is expressed as:

The system is a gear train. Using the system transmission ra-
tio i = 2, according to the transmission principle, the following
relation can be deduced: r2 = 2r1; θ2 = 2θ1; Cθ2 = 2Ctheta1;
m2 = 4m1; T2 = 2T1; J2 = 8J1.

Taking the above relationship into Eq. (1), the Eq. (2) is ob-
tained, where: W is the vibration system kinetic energy; U is
the system potential energy; D is the energy dissipation func-
tion; x, y, θ1, θ2 are the vibration substrate horizontal displace-
ment and the vertical displacement; eccentricity blocks 1 and
2 of the rotation angle; M , m1, m2, r1, J1, J2 represent the
vibration of the substrate mass, the drive gear, and driven gear
eccentric mass, inertia quantitative and qualitative heart eccen-
tricity; k, C, C1, C2 are the supporting stiffness coefficients,

damping, and two rotary movement damping; and T is the in-
put torque of the motor. By the Lagrange equation

d
dt

(
∂W

∂q̇i

)
− ∂W

∂qi
+
∂U

∂qi
+
∂D

∂q̇i
= Qi (t) ; (3)

the differential equations (4) and (5) can be obtained (see the
top of the next page), wherem = m1; r = r1; J = J1; θ = θ1;
T = T1; C1 = Cθ1.

3. RESPONSE CHARACTERISTICS OF THE
VIBRATION SYSTEM FREQUENCY
TRAPPING

According to the analysis, the following initial conditions
were obtained: r = 4m, M = 60000 kg, m = 800 kg,
k = 2600 N/m, J = 28000 kgm2, c = 62000 Ns/m,
c1 = 901.8 Ns/m, T = 1406.46 Nm.

Taking these conditions into Eq. (3), the numerical simula-
tion software MATLAB was used to analyse the system, obtain
the system horizontal and vertical displacement, and velocity
and displacement response spectrum shown in Fig. 2.

As can be seen in Figs. 2(b)–(e), the horizontal and verti-
cal directions of the vibration characteristics are similar, and
the amplitude is approximately 5 mm. The difference lies in
the amplitude of the horizontal symmetry about the x axis and
the vertical symmetry slightly to the negative direction of the
y-axis. According to the analysis, the two eccentric masses,
eccentricity, rotating speed, and the direction of rotation are
different. When the two eccentric masses rotate, the two ec-
centric blocks moves the system in the horizontal direction,

International Journal of Acoustics and Vibration, Vol. 21, No. 1, 2016 5
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respectively. One by one by shear displacement, horizontal
displacement occurs on the final x-axis symmetry. However,
when the two eccentric masses rotate in two eccentric vertical
directions, respectively, the system increases with the displace-
ment and with reduction; but due to the presence of two eccen-
tric phases, this causes the vertical displacement not to remain
symmetric about the x-axis, and moves the symmetry slightly
in the negative direction on the y-axis.

From Figs. 2(c)–(e), it can be seen that the system vibra-
tion frequency is 0.122 Hz, which was captured by the system
with the natural frequency 0.12 Hz. From Figs. 2(a)–(d) it can
be seen that the input shaft speed is about 1.52 rad/s less than
the rated speed, which indicates that, under the given parame-
ters, the mechanical system will affect the rotation of the input
shaft.

If only the vertical vibration is considered, then (3) can be
simplified as in Eq. (5).3

The initial conditions remain constant, and by using MaAT-
LAB’s numerical simulation, the system vertical displacement,
velocity, and displacement response spectrum were obtained,
as shown in Fig. 3.

From Fig. 3 and 4, we can find that the system vertical vibra-
tion characteristics are similar in both the integrated model and
the simplified model, and the frequency trapping phenomena
have occurred, resulting in the input shaft speed being less than
the rated speed, affecting the normal operation of the whole
system. But the former model takes into account the horizon-
tal and vertical vibrations in both directions, which is more in

line with the actual working conditions.
If the parameters are taken as M = 60000 kg, m = 800 kg,

r = 4 m, J = 28000 kgm2, k = 2600 N/m, c = 62000 Ns/m,
c1 = 901800 Ns/m, T = 1406460 Nm, the vibration charac-
teristic curve before the system is simplified can be obtained,
as shown in Fig. 4, and the simplified system vibration charac-
teristic curve can be obtained, as shown in Fig. 5.

Comparing Figs. 4 and 5, it can be seen that the frequencies
of the systems are not trapping, and the input shaft has a sta-
ble speed in 2.21 rad/s, which has reached the rated speed. In
the non-occurrence frequency capture, through the two model
system response and frequency spectrum comparison, it was
found that the former is more responsive than the latter. The
former taking 20 s to stabilize the vertical vibration, while the
latter requires 100 s to become stable. The former amplitude of
the horizontal and vertical direction is not more than 15 mm,
and the latter peak vibration is large, close to 30 mm, which
can seriously devastate the supporting member. Thus, increas-
ing the horizontal spring damping device helps to quickly re-
duce vibration.

4. EFFECT OF SYSTEM PARAMETERS ON
THE VIBRATION SYSTEM FREQUENCY
CAPTURE

From Eq. (3), it can be seen the system parameters such
as eccentric mass, eccentricity, input torque, bearing stiffness,
damping, and rotary movement damping will affect the vibra-
tions of the gear box system. Therefore, it is important to anal-

6 International Journal of Acoustics and Vibration, Vol. 21, No. 1, 2016
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 2. System horizontal and vertical displacement, velocity, and displace-
ment response spectrum.

(a)

(b)

(c)

Figure 3. System vertical displacement, velocity, and displacement response
spectrum.

yse the system parameters, which obtain the effect of the sys-
tem parameters on the system trapping phenomenon.

The initial parameters are M = 60000 kg, m = 800 kg,
r = 4 m, J = 28000 kgm2, k = 2600 N/m, c = 62000 Ns/m,
c1 = 901.8 Ns/m, T = 1406.46 Nm.

Using the numerical simulation software MATLAB for
Eq. (4), the system steady speed of the input shaft effect curve
was obtained. In the case of the other parameters’ constants,
the eccentric mass effect on the input rotation speed is shown
in Fig. 6.

Figure 6 shows the influence curve of the eccentric mass
on the input speed, from which it can be seen that, as the ec-
centric mass m increases, the system response slows, and the
stable speed of the input shaft decreases, the frequency of trap-
ping system, meaning the system cannot reach the rated speed.
While the vibration characteristics of the system diagram anal-
ysis found that the eccentric mass system will inevitably lead to
an increase in amplitude, and that eccentric mass has a greater
impact on the vibration system, it should be noted that during

International Journal of Acoustics and Vibration, Vol. 21, No. 1, 2016 7
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4. Simplified former system vibration characteristics curve.

(a)

(b)

(c)

Figure 5. Simplified system vibration characteristic curve.

Figure 6. Eccentric mass effect on the input speed.

the design of the gearbox system, the eccentric mass must be
strictly controlled.

Figure 7 show the movement damping effect on the input
rotational speed curve, from which it can be seen that, as
the mobile damping increases, the input shaft speed first de-
creases and then increases, so moving the damping can effec-
tively avoid the natural frequency, which helps to avoid the
trapping frequency. Depending on the system material prop-
erties, a generally larger movement damping factor, such as

8 International Journal of Acoustics and Vibration, Vol. 21, No. 1, 2016
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Figure 7. Mobile damping effect on the input speed.

Figure 8. Rotary damping effect on the input speed.

Figure 9. Bearing stiffness effect on the input speed.

c = 6.5 × 106, can effectively reduce the amplitude,and avoid
the frequency trapping conditions of the system, to ensure that
the system works normally.

Figure 8 shows a rotary damping effect on the input rota-
tional speed curve. From Fig. 8 it can be seen that, as the ro-
tation damping increases, and the smaller the amplitude of the
system, the input shaft speed decreases, resulting in the input
shaft speed being less than the rated speed. Therefore, in order
to avoid the system experiencing frequency trapping, ensure
the amplitude of the system in the allowable range, and reduce
the rotational damping as far as possible.

Figure 9 shows the bearing stiffness on the impact of input
speed curve. As the bearing stiffness increases, the system re-
sponse speed and input shaft speed first decreases, and then
increases. When the stiffness is very low, the frequency of the
system is easy to capture. When the stiffness is high, the natu-
ral frequency of the system has no influence on the frequency
trapping. Therefore, in the design of the gearbox system, it

Figure 10. Eccentricity effect on the input speed.

Figure 11. Input torque effect on the input speed.

is best to choose a larger bearing stiffness that can effectively
avoid the system frequency trapping.

Figure 10 shows the eccentricity of the input rotational
speed curve. It can be seen from the figure that as the ec-
centricity increases, the system response slows, the input shaft
speed decreases, and the system experience frequency trap-
ping, eventually causing the input shaft speed to be less than
the rated speed. When the eccentricity is less than 1 m, the
input shaft can reach the rated speed, and the system does not
experience frequency capturing.

Figure 11 shows the input torque effect on the input speed
curve, from which it can be seen that as the input torque in-
creases, the system response speed becomes faster, the in-
put shaft speed increases, the system does not experience fre-
quency trapping, and the system can quickly reach the rated
speed. Therefore, improving the system’s input torque can ef-
fectively avoid the occurrence of frequency capturing.

5. CONCLUSION

According to the characteristics of the gearbox, a
horizontally- and vertically- integrated dual rotary vibration
model of the gearbox system was established, and the model
frequency trapping was analysed. The simplified model exists
only in the vertical direction vibration. By comparison, the in-
tegrated model is more realistic. In addition, this paper, using
numerical simulation, analysed the system parameters’ (such
as the eccentric mass, eccentricity, input torque, bearing stiff-
ness, damping, and rotary movement damping) effects on the
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system frequency capture. In summation, this study accom-
plishes and discusses the following:

1. According to the characteristics of the gearbox, estab-
lishes an integrated vibration model and recreates the sys-
tem frequency trapping by numerical simulation.

2. When the system does not capture frequency compared
with the simplified model, the integrated model has small
amplitude and fast response speed; once the system fre-
quency trapping is measured, the integrated vibration
model can reflect the characteristics of both horizontal
and vertical vibrations in both directions, which can more
accurately describe the vibration characteristics of the
system.

3. System parameters analysis showed that, for the inte-
grated vibration model, reducing eccentric mass, ec-
centricity, and rotary damping, and increasing damping
movement, bearing stiffness, and input torque can im-
prove the response speed of the system. Also reducing
the amplitude and preventing system frequency trapping,
and reducing the vibration impact on the system, help the
system to quickly reach the rated speed, which helps to
ensure the normal operation of the system.
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This paper investigates resonance vibration suppression under persistent excitation near the first structural reso-
nant frequency of a clamped-clamped (doubly-clamped) piezoelectric flexible beam. In this study, an acceleration
sensor is used to measure the resonant vibration. Firstly, the finite element method (FEM) is utilized to derive
the dynamics model of the system, and modal analysis is carried out. Secondly, an acceleration feedback-based
proportional-integral control algorithm and variable structure control algorithms are designed, and a numerical
simulation is performed. Finally, a doubly-clamped piezoelectric flexible beam experimental setup is constructed.
Experiments are conducted on resonant vibration suppression using the designed control algorithms. The numer-
ical simulation and experimental results demonstrate that the resonant vibration can be suppressed by using the
designed control methods, and the improved variable structure control method shows better control performance
in suppressing the resonant vibration.

1. INTRODUCTION

Flexible beam structures are characterized by light weight,
low structural damping, and low modal frequencies, and they
are one of the main structure types used in the engineering field
and aerospace structures.1 Vibrations are easily caused when
flexible beams are subjected to heavy loads or affected by a
variety of unexpected external factors in the course of their
work. Furthermore, these vibrations will last for a long time.
If the vibrations are not suppressed effectively, the prolonged
vibrations will reduce the working accuracy and working life
of large and complex structures, such as space crafts and space
robot manipulators. Moreover, if the structure is excited at its
resonance frequencies, it will be seriously damaged.2 There-
fore, active vibration control of flexible structures is an impor-
tant concern.

During the past few decades, a considerable amount of study
in the area of active vibration control of flexible structures has
been conducted by many researchers. In their investigations,
piezoelectric materials (such as PZT, PVDF) are widely used
in active vibration control for flexible structures. They provide
inexpensive, reliable, and non-intrusive means of actuating and
sensing vibrations in flexible structures.4 Wang, et al.,5 con-
ducted a study on the vibration control of smart piezoelectric
composite plates; they investigated the effect of the stretching-

bending coupling of the piezoelectric sensor and actuator pairs
on the system stability of smart composite plates. The classi-
cal negative velocity feedback control method was adopted for
the active vibration control analysis of smart composite plates
with bonded distributed piezoelectric sensors and actuators in
their study. Sabatini, et al.,6 studied active damping strategies
and relevant devices that could be used to reduce the structural
vibrations of a space manipulator with flexible links during its
in orbit operations. They proposed an optimized adaptive vi-
bration control via piezoelectric devices. Carlos, et al.,7 con-
ducted an experimental study into the control of a cantilever
beam, which had a PZT patch bonded to it as an actuator and
a collocated PVDF patch which was used as the sensor. Their
experimental results demonstrated the effectiveness of the ac-
tive vibration control method. Direct output feedback-based
active vibration control has been implemented on a smart can-
tilever beam at its resonant frequency using PZT sensors and
actuators by Parameswaran, et al.,8 They compared the perfor-
mance of the conventional PC-based control and a dedicated
real-time control at resonance, and their experimental results
demonstrated that the implementation of real-time control pro-
vides a much more controlled response of the system with an
excellent transient response, as well as a highly reliable steady
state response.
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What’s more, the acceleration sensor-based control strat-
egy is an effective control method used in vibration suppres-
sion.9–11 Its best feature is that acceleration is used as the feed-
back signal, which can be directly measured by accelerom-
eters. In addition, acceleration is easier to measure than
strain, displacement, or velocity.9, 12 Considerable works have
been done using the acceleration sensor-based feedback con-
trol strategy, showing that acceleration feedback control is ef-
fective and robust in vibration measurement and active con-
trol.12–17

Mahmoodi, et al.,9 used an active vibration control method
called modified acceleration feedback for vibration control of
plate structures as an extension of modified positive position
feedback. PZT patches were utilized to suppress the vibra-
tion of the plate, and the method was successfully verified on
a test plate in the laboratory. Preumont, et al.,12 proposed a
local control scheme using acceleration feedback and a col-
located proof-mass actuator for active damping of beam-like
structures. They conducted experimental investigations of vi-
bration suppression under resonant excitations. Gatti, et al.,13

conducted a theoretical and experimental study of the active
vibration control of a simply supported beam using a piezo-
electric patch actuator and a physically collocated accelerome-
ter. Shin, et al.,14 proposed an active vibration control method
of clamped-clamped beams using acceleration feedback con-
trollers with a non-collocated sensor and a moment pair ac-
tuator configuration. Qiu, et al.,15, 16 presented an accelera-
tion sensor-based active vibration control for a cantilever beam
and a cantilever plate with bonded piezoelectric patches. The
phenomenon of phase hysteresis and time delay were consid-
ered in their work. The PD control method, a nonlinear con-
trol method and acceleration signal-based sliding mode con-
trol algorithm were utilized to suppress vibration. Chatterjee17

presented a theoretical basis of time-delayed acceleration feed-
back control of linear and nonlinear vibrations of mechanical
oscillators.

In this paper, active vibration control of a doubly-clamped
flexible beam with bonded discrete PZT actuators and mounted
accelerometer is investigated. The FEM method is utilized
to model the system, and the acceleration feedback-based
proportional-integral controller and the acceleration feedback-
based variable structure controller are designed. Both theo-
retical and experimental studies were undertaken to verify the
presented methods.

The original contributions of this paper are detailed as fol-
lows: (a) The model of a piezoelectric clamped-clamped beam
with an accelerometer is obtained by FEM. The FEM model
is used for simulations of acceleration feedback control algo-
rithms. (b) Acceleration sensor-based proportional and inte-
gral control and variable structure control are designed. (c)
Simulations and experiments are conducted to validate the ef-
fectiveness of the designed controllers in suppressing the reso-
nant vibration of the clamped-clamped beam under persistent
excitation.

This article is organized as follows: In Section 2, the dy-
namic model of a doubly-clamped piezoelectric beam bonded
with piezoelectric actuators and an accelerometer is derived by
using the finite element method. In Section 3, the acceleration
feedback-based proportional-integral control algorithm and the
acceleration feedback based variable structure control method
are proposed, and a numerical simulation is carried out. In

(a) The x− z plane

(b) The x− y plane

Figure 1. Schematic diagram of a doubly-clamped piezoelectric flexible beam.

Section 4, a doubly-clamped piezoelectric flexible beam ex-
perimental system is constructed. Experiments are conducted
by using the proposed control algorithms. Finally, the conclu-
sion is drawn in Section 5.

2. SYSTEM MODELLING

In this section, a mathematical model is derived for a
doubly-clamped piezoelectric beam structure equipped with
an acceleration sensor and PZT actuators. The finite element
method is used to build the dynamics model. The four-node
rectangle plate element is utilized. The state-space representa-
tion form of the dynamics model is obtained, including accel-
eration sensing and piezoelectric driving. Modal analyses are
performed.

2.1. The Doubly-clamped Piezoelectric
Flexible Beam

The doubly-clamped piezoelectric flexible beam is schemat-
ically depicted in Fig. 1. The flexible beam is bonded with PZT
patches and an accelerometer. Eight PZT patches are bonded
on both surfaces of the flexible beam. The patches are divided
into two groups, and are used as the excited actuator and con-
trol actuator. Each group is composed of four piezoelectric
patches, symmetrically bonded on both surfaces close to both
clamped sides. Either group can be used as a one-channel ac-
tuator by parallel connection. The left group is used as the ac-
tuator to excite the vibration of the beam, and the right group
is used to suppress the vibration of the beam.

As shown in Fig. 1, the accelerometer is located in the in-
termediate position of the flexible beam, used to detect the vi-
bration of the beam. The length, width, and thickness of the
flexible beam structure are lb = 600 mm, wb = 120 mm,
and tb = 2 mm, respectively. Those of the PZT patches are
lp = 50 mm, wp = 15 mm, and tp = 1 mm, respectively.
The diameter and height of the accelerometer are da = 18 mm
and ha = 22 mm, respectively. The location of the piezoelec-
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Figure 2. Four-node rectangle plate element.

tric actuators and the accelerometer are shown in Fig. 1, where
xp1 = xp2 = 50 mm, yp1 = yp2 = 15 mm, and xa = 300 mm.

2.2. The Element Dynamics Equation
The beam is discretized by using the four-node rectangle

plate element, as shown in Fig. 2. There are three degrees of
freedom at each node of the four-node rectangle plate element,
described as w, θx, and θy , respectively. The element nodal
displacement vector can be expressed as

de =
[w1 θx1 θy1 w2 θx2 θy2
w3 θx3 θy3 w4 θx4 θy4]

T .
(1)

The transverse displacement of any point in the element can
be expressed as18

w(x, y) = Nde; (2)

where N ∈ R1×12 is the displacement shape function.
The element strain matrix can be expressed using the ele-

ment nodal displacement vector18, 19

ε = zBde; (3)

where B is a matrix representing the relationship between the
element strain matrix and element nodal displacement vector,
and z is the variable in the thickness direction.

The dynamics equation of the four-node rectangle plate ele-
ment can be written as20

me
bd̈

e + ke
bd

e = feext; (4)

where me
b is the element mass matrix, ke

b is the element stiff-
ness matrix, d̈e is the element nodal acceleration vector, de is
the element nodal displacement vector, and feext is the element
external force vector.

In Eq. (4), me
b =

∫
Vb

ρbN
TNdV , ke

b =
∫
Vb

z2BTDbBdV , in

which ρb represents the material densities of the flexible beam,
Vb is the element volumes of the rectangle plate element, Db

is the elastic modulus matrix of the rectangle plate element, z
represents the variable in the thickness direction, and its range
is [−tb/2 tb/2].

In this investigation, the piezoelectric element is regarded as
an ordinary rectangle plate element, so the piezoelectric ele-
ment mass matrix me

p =
∫
Vp

ρpN
TNdV , and the piezoelectric

element stiffness matrix is ke
p =

∫
Vp

z2BTDpBdV , in which

ρp denotes the densities of the piezoelectric material, Vp is
the element volumes of the piezoelectric element, Dp is the
elastic modulus matrix of the piezoelectric material, z repre-
sent the variable in the thickness direction, and its range is
[−tp/2 tp/2].

As shown in Fig. 1, PZT patches are used as actuators to
excite or suppress the vibration of the doubly-clamped piezo-
electric beam. When a PZT patch is applied to a voltage only
in the thickness direction, the stress matrix is21

σ = −eTEz; (5)

where σ represents the stress matrix in the piezoelectric actua-
tor caused by the electric field, e is the piezoelectric stress con-
stant vector, and Ez is the strength of the electric field within
the piezoelectric actuator.

When the input voltage of the piezoelectric actuator is Va,
the strength of the electric field within the piezoelectric actua-
tor is22

Ez =
Va
ta

; (6)

where ta is the thickness of the piezoelectric actuator.
Substituting Eq. (6) into Eq. (5), the stress matrix in the

piezoelectric actuator is obtained as

σ = −eT Va
ta
. (7)

The driving force of PZT actuators demands that the stress
within the piezoelectric element is uniformly distributed along
the thickness direction of the piezoelectric patches. The torque
generated by the stress is

Ma =

ta+tb/2∫
tb/2

σzdz = −
ta+tb/2∫
tb/2

eTEzdz = zae
TVa; (8)

where Ma is the torque caused by the PZT actuator, and za =
(tb+ta)/2 denotes the distance the centreline of the PZT patch
to the centreline of the beam.

When a voltage is applied, the work done by the PZT actua-
tor is

Fe
ad

e =

∫ ∫ [
θx θy θxy

]
Madxdy

=

∫
Sa

BT zae
TVad

edS = fectrl · Vade; (9)

where Fe
a is the equivalent nodal load generated by the PZT

actuator, fectrl is the piezoelectric element driving force coef-
ficient vector, θxy is the torsional angle corresponding to both
the x- and y- axes, and fectrl =

∫ ∫
BT zae

T dxdy.

2.3. State-space Form of the System Model
The element meshing and numbering of nodes and elements

for the doubly-clamped beam is shown in Fig. 3. The number
in parentheses indicates the element number, and the numbers
near the element node indicate the node numbers. There are
24 elements along the length direction and 8 elements along
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Figure 3. Meshing and numbering of the elements and nodes for the doubly-clamped piezoelectric beam.

the width direction, so the flexible beam is divided into 192
elements and the number of nodes is 225. The length of the
element is 25 mm, and the width of the element is 15 mm. Each
of the PZT patches is divided into two parts in the x direction,
and one part in the y direction. After applying the boundary
condition to the beam, the number of the free nodes of the
beam is 207.

The accelerometer is mounted in the intermediate position
of the flexible beam, i.e. the node in the middle position of the
beam structure numbered 113 is regarded as the observation
node of acceleration output. When the finite element method is
used to model the dynamics model of the flexible beam system,
the effect of the accelerometer on the structural characteristics
should be considered. Here, the effect of the mounted acceler-
ation sensor on the overall stiffness of the structure is ignored;
while the mass of the accelerometer cannot be neglected. Its
mass is evenly assigned to the four adjacent elements, so the
element numbers are 92, 93, 100, and 101.

After assembling the element mass matrix, the element stiff-
ness matrix and the exciting force coefficient vector of the
piezoelectric element, one can obtain the global mass ma-
trix, global stiffness matrix and global control force coeffi-
cient vector. The boundary conditions of the flexible beam
are two clamped sides. Therefore, the corresponding rows
and columns should be deleted in the global mass and stiffness
matrices, and in the global exciting and control force vectors.
Considering the Rayleigh damping effect, the dynamics equa-
tion of the piezoelectric flexible beam structure can be written
as

Md̈(t) + Cḋ(t) + Kd(t) = Fa · Va(t) + Fc · Vc(t); (10)

where M ∈ R3m×3m and K ∈ R3m×3m are the global
mass matrix and global stiffness matrix, respectively; C =
αM + βK is the damping matrix, in which α and β are
Rayleigh damping constants respectively; d̈(t) ∈ R3m×1,
ḋ(t) ∈ R3m×1, and d(t) ∈ R3m×1 are the global nodal ac-
celeration vector, the global nodal velocity vector, and global
nodal displacement vector, respectively; Fa ∈ R3m×1 and
Fc ∈ R3m×1 are the global active force vector used to excite
the vibration of the flexible beam and the global control force
vector that suppresses the vibration of the beam, respectively;

Va(t) is the excitation voltage applied on the vibration excita-
tion piezoelectric actuators; Vc(t) is the control voltage applied
on the vibration suppression piezoelectric actuators; and m is
the total number of nodes, where m = 207 after applying the
boundary conditions.

The output vibration signal measured by the acceleration
sensor is12

ya(t) = Td̈(t); (11)

where ya(t) is the measured output of the acceleration sensor;
T ∈ R1×3m is the acceleration output matrix corresponding to
the observation position; d̈(t) is the global nodal acceleration
vector; and m is the total number of the nodes.

For the convenience of numerical simulation,
Eqs. (10) and (11) should be converted into a state-space
form. By using a modal transformation d = Φg, the
dynamics equations of the system can be written as23

Mg̈(t) + Cġ(t) + Kg(t) = Fa · Va(t) + Fc · Vc(t); (12)

and
ya(t) = TΦg̈(t); (13)

where Φ is the modal matrix; g is the modal coordinate vector,
M = ΦTMΦ is the generalized mass matrix; C = ΦTCΦ is
the generalized damping matrix; K = ΦTKΦ is the general-
ized stiffness matrix; Fa is the generalized vibration excitation
force vector; and Fc is the generalized vibration control force
vector.

The state-space representation of Eqs. (12) and (13) is ex-
pressed as{

Ẋ(t) = AX(t) + BaVa(t) + BcVc(t)
ya(t) = CX(t) + DaVa(t) + DcVc(t)

; (14)

where X = [g(t) ġ(t)]T is the state vector; A =[
0 I

−M
−1

K −M
−1

C

]
is the system matrix, Ba =

[
0

M
−1

ΦT Fa

]
is the vibration excitation force matrix; Bc =

[
0

M
−1

ΦT Fc

]
is

the vibration control force matrix; C = −TΦ [M
−1

K M
−1

C ]

is the acceleration output matrix; and Da = TΦM
−1

ΦTFa

and Dc = TΦM
−1

ΦTFc are direct transfer coefficients.
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Table 1. The modal frequencies of the first four modes of the doubly-clamped
beam.

Order ANSYS software FEM model Relative error
(Hz) (Hz)

1 21.453 21.8914 2.04%
2 67.212 66.7915 -0.65%
3 81.231 81.3994 0.21%
4 116.33 116.6680 0.32%

(a) The first mode

(b) The second mode

Figure 4. The first four vibration modes of the doubly-clamped beam obtained
by employing ANSYS software.

2.4. Modal Analysis of the System

The geometrical size of the beam, the PZT patch, and
the accelerometer can be seen in section 2.1. The flexi-
ble beam is made of epoxy resin. Young’s modulus, Pois-
son’s ratio, and the mass density of the beam structure are
Eb = 34.64 Gpa, νb = 0.33 and ρb = 1865 Kg/m3, respec-
tively. Young’s modulus, Poisson’s ratio, and the mass den-
sity of the PZT patches are Ep = 63 Gpa, νp = 0.33, and
ρp = 7650 Kg/m3, respectively, and the piezoelectric strain
constant is d31 = 166×10−12. The mass of the accelerometer
is 38 g, and Young’s modulus, Poisson’s ratio, and the mass
density are Eb = 210 Gpa, νb = 0.3 and ρb = 7850 Kg/m3,
respectively.

The model of the doubly-clamped beam system can be ob-
tained by using the finite element modelling method, and one
can also get modal frequencies and modal shapes of the sys-
tem by using ANSYS software. When ANSYS software is
employed to carry out modal analyses, the SHELL63 element
is used to generate mesh of the beam, and the SOLID45 ele-
ment is used to generate mesh of the PZT patches and the ac-
celerometer. The modal frequencies of the flexible beam sys-
tem are listed in Table 1, calculated by using the FEM method
and ANSYS, respectively. The relative errors between the two
methods are less than 3%. Comparison of the results demon-
strates the correctness of the model built by using the FEM.
Figures 4 (a) and (b) illustrate the mode shapes of the first two
modes obtained by ANSYS.

3. CONTROL ALGORITHM AND
NUMERICAL SIMULATION

3.1. Acceleration Feedback-based
Proportional-Integral Control

In order to suppress the vibration under resonant excita-
tion of a doubly-clamped beam effectively, active control al-
gorithms need to be designed. During this investigation, the
system output is the acceleration in the middle of the beam
measured by the accelerometer. The measured signals of ac-
celeration sensors generally comprise a large amount of noises,
and the derivative of such signals will cause a much larger
amount of noises. Since the integration of the measured ac-
celeration signals will attenuate the measured noises, the ac-
celeration sensor-based proportional-integral feedback control
algorithm is utilized. To filter out the high frequency noises,
a band-pass filter is applied to process the signals measured
by the acceleration sensor before the controller design. The
central frequency of the designed filter is 21.8914 Hz, and its
bandwidth is 30 rad/s in the numerical simulation.

The acceleration sensor-based proportional-integral feed-
back control algorithm is

u(k) = −Kpyacc(k)−KI

k∑
j=1

yacc(j); (15)

where k is the serial number of the sampling time points;
yacc(k) is the acceleration signal at the sampling instants; u(k)
is the control output; KP is the proportional gain; and KI is
the integral gain.

3.2. Acceleration Feedback-based Variable
Structure Control

The variable structure control (VSC) algorithm is easily im-
plemented, including selecting the switching function and the
control law.24, 25 When sliding mode variable structure control
methods are designed to suppress the vibration of the doubly-
clamped beam, the switching function of the VSC is composed
of both the acceleration signal and its integration. The switch-
ing function is expressed as

s(k) = −c1yacc(k)− c2
k∑

j=0

yacc(j); (16)

where yacc(k) is the acceleration signal at the sampling in-
stants, and c1 and c2 are constants greater than 0.

When the switch variable structure control is designed, the
switching function at the sampling interval is selected as a
switch to determine the controller’s output. Therefore, the
acceleration-based switch variable structure control law uv(k)
is written as

uv(k) = Asgn[s(k)]; (17)

where A is a positive constant, denoting the control amplitude;
sgn(·) is the sign function; and it is

sgn [s(k)] =

{
1, s(k) ≥ 0
−1, s(k) < 0

. (18)

However, to realize the switch variable structure control,
VSC requires high switching frequency associated with large
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(a) Resonant vibration before and after control (b) Zoom in on the time axis of Fig. 5 (a)

(c) Control voltage (d) Zoom in on the time axis of Fig. 5 (a)

Figure 5. Simulation results of acceleration based proportional-integral control.

control gains, which in practice may cause chattering and ex-
cite the high frequency vibration of the system. To avoid the
problem of this switching method, the switch surface slaw(k)
is selected as

slaw(k) = −εsgn [s(k)]− qs(k); (19)

where s(k) is the switching function mentioned above, and ε
and q are positive constants.

Then, the control law of the improved VSC ur(k) is

ur(k) = Asgn [slaw(k)] . (20)

3.3. Numerical Simulation Results

In this section, numerical simulations are carried out to
evaluate the effectiveness of the algorithms designed in
section 3.1 and section 3.2. The structural size and me-
chanical properties of the flexible beam, the PZT patches
and the accelerometer are described in the previous section.
By using the FEM method, the matrices correspond-
ing to the first two modes model are obtained as A =


0 0 1 0
0 0 0 1

−1.8919× 104 1.1126× 10−6 −1.2379 0
1.1726× 10−6 −1.1612× 105 0 −2.5180

,

Ba =


0
0

0.0042
0.0012

, Bc =


0
0

0.0042
−0.0012

, C =

[
4.99× 104 −8.91× 10−6 3.2715 0

]
, Da = −0.011,

Dc = −0.011.

In the simulation research, the sampling period is specified
as Ts = 3 ms. By converting the continuous-time model to
the discrete-time one, the coefficient matrices of the discrete-
time system are obtained. The numerical simulation can be
carried out by using the coefficient matrices of the discrete-
time system. The excited signal actuated on the actuators is
a sinusoidal signal, and the frequency of the excited signal is
21.8914 Hz, with an amplitude of 130 V.

The control gains of the acceleration sensor-based
proportional-integral feedback control algorithm are chosen as
Kp = 1.0, KI = 0.01. The control action is applied at the
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(a) Resonant vibration before and after control (b) Zoom in on the time axis of Fig. 6 (a)

(c) Control voltage (d) Zoom in on the time axis of Fig. 6 (c)

Figure 6. Simulation results of switch variable structure control.

moment of t = 4.5 s. The time-domain resonant vibration
response before and after control is shown in Fig. 5 (a), and
the control voltage applied on the PZT actuators is plotted
in Fig. 5 (c). Figures 5 (b) and (d) are the enlarged view of
Figs. 5 (a) and (c) from 4 seconds to 8 seconds, respectively.
As depicted in Figs. 5 (a) and (b), when the control action is not
applied, the vibration amplitude is about 7 V. After applying
the active control, the vibration is suppressed, and the vibration
amplitude will gradually become smaller. When the vibration
response is stable, the vibration amplitude is about 2.2 V. As
depicted in Fig. 5 (c), when the control action is not applied,
the control voltage is 0 V. When the active control is applied,
the control voltage reaches saturation in a short time, and then
decreases in stable amplitude. From the simulation results, it
can be seen that the amplitude of the control voltage and the
controlled vibration response can stay at a constant level when
applying the proportional plus integral control algorithm.

When using the switch variable structure control algorithm,
the control gain is specified as A = 5, and the constants are
selected as c1 = 0.65, c2 = 0.01. Figure 6 (a) shows the time-
domain resonant vibration response before and after control.

Figure 6 (c) shows the control voltage applied on the PZT actu-
ators. Figures 6 (b) and (d) are the enlarged view of Figs. 6 (a)
and (c) from 4 seconds to 8 seconds, respectively. When the
control action is not applied, the vibration amplitude is about
7 V. When the active control is applied, the vibration is sup-
pressed. When the vibration response is stable, the vibration
amplitude increases and decreases periodically; the maximum
vibration amplitude is about 1.5 V. As depicted in Figs. 6 (c)
and (d), the control voltage is saturated continuously at a high
frequency switching once the active control is applied.

When using the improved variable structure control algo-
rithm, the parameters are chosen as A = 5, c1 = 0.7,
c2 = 0.02, ε = 2.5, and q = 1.2. Fig. 7 (a) shows the
time-domain resonant vibration response before and after con-
trol. Figure 7 (c) shows the control voltage applied on the
PZT actuators. Figures 7 (b) and (d) are the enlarged view
of Figs. 7 (a) 7 (c) from 4 seconds to 8 seconds, respectively.
When the active control is applied, the vibration is suppressed
significantly. When the vibration is stable, the vibration ampli-
tude increases and decreases periodically, and the maximum
vibration amplitude is about 0.9 V. As depicted in Fig. 7 (c),
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(a) Resonant vibration before and after control (b) Zoom in on the time axis of Fig. 7 (a)

(c) Control voltage (d) Zoom in on the time axis of Fig. 7 (c)

Figure 7. Simulation results of improved variable structure control.

once the active control is applied, the control voltage is satu-
rated continuously. The reason that plots 7 (c) and (d) have
several intervals is that a building time is needed; thus, the
switch does not happen.

From Figs. 6 and 7, one can see that the control voltage
amplitude of the variable structure control is the maximum
value. This can provide the maximum control energy to sup-
press the periodical vibration. The vibration response ampli-
tudes change periodically. This is because the following rea-
sons: if the vibration amplitude is suppressed to become much
smaller, the control value stays for a smaller time. Then the
vibration amplitude will be increased. After the vibration be-
comes larger, the control effects are applied rapidly. Thus, the
vibration amplitude will decrease.

From the simulation results, one can see that the acceleration
feedback-based control algorithm can suppress the resonant vi-
bration effectively. The amplitudes of resonant vibrations are
reduced much better than with PI control, as compared to those
of the designed variable control algorithms. Furthermore, the
improved variable structure control algorithm shows the best
control performance among the three methods.

4. EXPERIMENTS

In order to verify the effectiveness of the designed accelera-
tion sensor based vibration control method, a doubly-clamped
piezoelectric flexible beam experimental system was devel-
oped. Experiments on modal identification and resonant vibra-
tion suppression of the piezoelectric flexible beam were con-
ducted.

4.1. Introduction of the Experimental Setup
The schematic diagram of the doubly-clamped piezoelectric

beam experimental system is illustrated in Fig. 8. The ex-
perimental setup constitutes a doubly-clamped flexible beam
structure bond with PZT patches bonded on both sides, and an
accelerometer (type: CA-YD-127) is mounted in the interme-
diate position of the beam.

The photograph of the experimental setup is shown in Fig. 9.
The practical locations of the PZT patches and the accelerom-
eter sensor are schematically illustrated in Fig. 1. The di-
mensions and material properties of the beam, piezoelectric
patches, and the accelerometer are given in Section 2.4. A
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Figure 8. Schematic diagram of the doubly-clamped piezoelectric beam ex-
periment system.

Figure 9. Experimental setup of the doubly-clamped beam.

signal generator (type: SP-F05) is used to generate sinusoidal
excitation signals. The generated excitation signal is ampli-
fied by a piezoelectric amplifier (APEX PA240CX) to excite
the resonant vibration of the beam by using the excited piezo-
electric actuator. The piezoelectric amplifier used for vibration
excitation can amplify the excitation sinusoidal signal from a
low voltage range, from -5 V to +5 V to a high voltage range,
from -130 V to +130 V. The piezoelectric acceleration sensor’s
signal is amplified by charge amplifiers (YE5850) to the volt-
age range of -10 V to +10 V, and converted into digital data
through an A/D (analog to digital) chip (AD7862, 4-channel,
12 Bit). The output of the controller is sent to the piezoelectric
amplifier used for vibration suppression through a D/A (digital
to analog) converter (AD7847, 2-channel 12-bit). The vibra-
tion suppression piezoelectric actuators are driven by a high-
voltage amplifier APEX PA241DW, which amplifies the signal
from a low voltage range, from -5 V to +5 V, to high voltage
range, from -260 V to +260 V). An ARM board keeps commu-
nicating with a personal computer (PC), which is used as the
signal processing and control system. The sampling period of
the control experiments is selected as 3 ms.

(a) The excited swept sine signal and time-domain response
of the flexible beam.

(b) Frequency response

Figure 10. Acceleration sensor measured swept sine vibration response ex-
cited by PZT actuators.

4.2. Modal Frequency Identification of the
Flexible Beam

To identify the practical modal frequencies of the doubly-
clamped piezoelectric beam, excitation analyses are used. The
swept sine signal is generated by a signal generator SP-F05,
ranging from 0.5 Hz to 50 Hz, and the exciting time and am-
plitude is 50 s and 4 V, respectively. Then, it is amplified by
a high-voltage amplifier APEX PA240CX and applied to the
vibration excitation PZT actuators. Thus, the swept frequency
response is obtained. Figure 10 (a) shows the excited swept
sinusoidal signal and the time-domain response signal mea-
sured by the piezoelectric acceleration sensor. By employing
fast Fourier transform (FFT), one can obtain the frequency re-
sponse as shown in Fig. 10 (b). From Fig. 10 (b), it can be
known that the first modal frequency of the doubly-clamped
beam is 21.0 Hz.

In practice, the measured signals of acceleration sensors
generally comprise a large amount of noises when the vibra-
tion of the first mode of the doubly-clamped beam is excited
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(a) Resonant vibration before and after control (b) Zoom in on the time axis of Fig. 11 (a)

(c) Control voltage (d) Zoom in on the time axis of Fig. 11 (c)

Figure 11. Experimental result of acceleration-based proportional-integral control.

by PZT actuators. To filter out the high frequency noises of
the measured signal, a band-pass filter must be applied to con-
troller design, and the central frequency of the filter is 21.0 Hz
and its bandwidth is 30 rad/s in the experimental investigation.

4.3. Experiment Results on Resonant
Vibration Suppression

For resonant vibration suppression of the first vibration
mode, the sinusoidal excitation signal is generated by the sig-
nal generator SP-F05. The amplitude and frequency of the
sinusoidal excitation signal are 4 V and 21.0 Hz, respec-
tively. The frequency is the same as that of the first vibra-
tion mode. Firstly, the acceleration sensor-based proportional-
integral feedback control method is used to suppress the vibra-
tion under resonant excitation.

The control gains of the acceleration sensor-based
proportional-integral feedback control algorithms are speci-
fied as Kp = 1.1, KI = 0.02. The control parameters be-
tween simulations and experiments are a little different. This
is the reason why the parameters used in the simulation are not
precisely consistent with those of the flexible physical beam,

which was used perfectly in the experimental material. The
physical parameters of the flexible plate, such as the mate-
rial density, Young’s modulus, uniformity, etc., cannot be pre-
cisely calculated. Moreover, the mass of the glue and the con-
nected signal wires of the PZT patches are not considered in
the model. These factors will affect the characteristics of the
system. Therefore, the control parameters are inconsistently
selected.

The control action is applied at the moment of t = 4.5 s.
The time-domain resonant vibration responses before and af-
ter control and control voltage are applied on the PZT actuators
are shown in Figs. 11 (a) and (c), respectively. Figures 11 (b)
and (d) are the enlarged view of Figs. 11 (a) and (c) from
4 seconds to 8 seconds. As depicted in Fig. 11 (a), when the
control action is not applied, the vibration amplitude is about
7 V. After the active control is applied, the control voltage
reaches saturation abruptly. The beam’s large amplitude vi-
bration is suppressed to a small amplitude vibration quickly,
and the control voltage is decreased accordingly. When the
vibration is stable, the vibration amplitude is about 2.5 V,
and the amplitude of the control voltage is almost unchanged.
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(a) Resonant vibration before and after control (b) Zoom in on the time axis of Fig. 12 (a)

(c) Control voltage (d) Zoom in on the time axis of Fig. 12 (c)

Figure 12. Experimental result of switch variable structure control.

This is the difference between the acceleration sensor-based
proportional-integral feedback control algorithm and the sub-
sequent variable structure control algorithm. The experimen-
tal results demonstrate the effectiveness of the acceleration
sensor-based proportional-integral feedback control algorithm
controller. Furthermore, the experimental results are in good
accordance with the simulation results to some extent.

When using the switch variable structure control algorithm
to suppress the resonant vibration, the constants are chosen as
c1 = 0.8, c2 = 0.02. Figure 12 (a) shows the time-domain res-
onant vibration response before and after control. Figure 12 (c)
shows the control voltage applied on the PZT actuators. Fig-
ures 12 (b) and (d) are the enlarged view of Figs. 12 (a) and (c)
from 4 seconds to 8 seconds, respectively. When the control
action is not applied, the vibration amplitude is about 7 V.
After the active control is applied, the vibration is suppressed
quickly. When the vibration is stable, the vibration amplitude
increases and decreases periodically. The maximum vibration
amplitude of the stable vibration response is about 2.5 V. As
depicted in Fig. 12 (c), when the active control is applied, the

control voltage is saturated continuously at a high frequency.

When using the improved variable structure control algo-
rithm, the parameters are selected as c1 = 0.6, c2 = 0.04,
ε = 2.5, and q = 1.8. Figure 13 (a) shows the time-domain res-
onant vibration response before and after control. Figure 13 (c)
shows the control voltage applied on the PZT actuators. Fig-
ures 13 (b) and 13 (d) are the enlarged view of Figs. 13 (a) and
(c) from 4 seconds to 8 seconds, respectively. After the active
control is applied, the vibration is suppressed. When the vibra-
tion is stable, the vibration amplitude increases and decreases
periodically, and the maximum vibration amplitude is 1.6 V. As
depicted in Fig. 13 (c), when the active control is applied, the
control voltage is saturated continuously. This is why there is a
building time where switch does not happen. The experimen-
tal results are in good accordance with the simulation results
to some degree.

Remarks: The parameters of the designed controllers are
provided by trial and error method in simulations and exper-
iments. To guarantee the stability conditions of the controllers,
control spill-over for higher-mode vibrations should be consid-
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(a) Resonant vibration before and after control (b) Zoom in on the time axis of Fig. 13 (a)

(c) Control voltage (d) Zoom in on the time axis of Fig. 13 (c)

Figure 13. Experimental result of improved variable structure control.

ered. Here, low-pass filters are applied to prevent spill-over.
From the experimental results, it can be concluded that

the acceleration feedback-based control algorithm can sup-
press the resonant vibration effectively. In addition, the im-
proved variable structure control algorithm shows a better per-
formance in these proposed methods.

5. CONCLUSIONS

This paper presents the theoretical analysis and experimen-
tal results of the first resonant vibration suppression of a
doubly-clamped flexible beam with bonded discrete PZT ac-
tuators and a mounted accelerometer. The dynamics model of
the flexible beam system is obtained by using the finite element
method. Acceleration sensor-based proportional-integral con-
trol method and sliding mode variable structure control algo-
rithms are used to suppress the resonant vibration of the beam
excited by piezoelectric actuators. Numerical simulations and
experiments are conducted to compare the results of the dif-
ferent control methods. The resonant vibration of the doubly-
clamped beam is effectively suppressed by the proposed meth-

ods. The experimental results confirm the effectiveness and
robustness of the presented acceleration sensor-based control
strategies. What’s more, the improved variable structure con-
trol method shows better control performance in suppressing
the resonant vibration.
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The inherent feature of the Least Mean Squares (LMS) algorithm is the step size, and it requires careful adjustment.
Small step size, required for small excess mean square error, results in slow convergence. Large step size, needed
for fast adaptation, may result in loss of stability. Therefore, many modifications of the LMS algorithm, where
the step size changes during the adaptation process depending on some particular characteristics, were and are still
being developed.

The paper reviews seventeen of the best known variable step-size LMS (VS-LMS) algorithms to the degree of
detail that allows to implement them. The performance of the algorithms is compared in three typical applications:
parametric identification, line enhancement, and adaptive noise cancellation. The paper suggests also one general
modification that can simplify the choice of the upper bound for the step size, which is a crucial parameter for
many VS-LMS algorithms.

u(n) y(n) e(n)

d(n)

−

+
W

Figure 1. Adaptive filtering problem.

1. INTRODUCTION

In applications where adaptation is needed, the LMS algo-
rithm is probably the most frequently used algorithm. It is
simple, fast, and surprisingly robust. Despite its simplicity,
the complete mathematical analysis of the LMS algorithm as
well as exact rules for the step size adjustment are not cur-
rently known, which is probably due to its highly nonlinear
character.1 Therefore, new VS-LMS algorithms appear in the
literature every few years with the aim to be useful in practical
applications.

The basic block diagram illustrating the LMS algorithm op-
eration is shown on Fig. 1.1 The adaptive filter W is fed with
the input sequence u(n). The output of the filter, y(n), is com-
pared with the desired signal, d(n), to produce the error signal,
e(n). The algorithm adjusts the filter to minimize the error.

If the adaptive filter is of finite impulse response (FIR) type,
with the taps stored in a row vector:

w(n) = [w0(n) w1(n) . . . wL−1(n)]
T

; (1)

where T denotes transpose, the LMS algorithm updates the
filter taps according to the well-known formula:2

w(n+ 1) = w(n) + µu(n)e(n); (2)

where µ is the step size parameter and u(n) is a row vector
containing the input signal samples. The latter may be, de-
pending on the application, of spatial type:

u(n) = [u0(n) u1(n) . . . uL−1(n)]
T

; (3)

or of temporal type, with regressive samples of the same input
signal:

u(n) = [u(n) u(n− 1) u(n− 2) . . . u(n− L+ 1)]
T
. (4)

The problem with the step size choice can be summarized
as follows. Large step size allows for fast adaptation, but also
gives large excess mean square error (EMSE, see Section 4.1
for definition). Too large step size may lead to the loss of sta-
bility of the system using the LMS algorithm. On the other
hand, too small step size gives slow convergence, and even if
it results in small excess MSE, it cannot be accepted in many
practical applications.

At this point a very important remark should be made about
theoretical convergence of the LMS algorithm. First of all,
there are different types of convergence,3 e.g. convergence of
the mean (the poorest), convergence in the mean, convergence
in the mean square sense, etc. However, if convergence in the
mean square sense of the LMS algorithm (2) is desired, and the
algorithm operates in real conditions (not noise-free environ-
ment), such convergence can only be proved for the vanishing
step size, i.e. for µ n→∞−−−−→ 0.3, 4 In other words, no constant
step-size LMS algorithm can result in convergence in the mean
square sense, or stronger. On the other hand, it is possible to
bound the EMSE within certain limits, depending on the step
size.

The idea of variable step-size is not new. Actually, the Nor-
malized LMS (NLMS) algorithm may be considered as the first
variable step-size modification of the LMS, and NLMS was
proposed in 1967 independently by Nagumo et al.5 and Albert
et al.6 Next VS-LMSes were proposed in 1986 by Harris et
al.,7 and by Mikhael et al.8 Many VS-LMS algorithms were
developed since then: the search for ‘variable step LMS’ in
article titles only on Scopus or IEEEXplore returns more than
130 publications. The research in this field is by no means
finished, new results are still being published.9, 10
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The VS-LMS algorithms may be grouped by the techniques
they use to adjust the step size. One of these techniques is
the adjustment of the step size based solely on the input signal
u(n). Historically, it is the oldest idea, because the NLMS
acts in this way.5 Due to popularity of the NLMS, it may also
be considered the most popular technique. Another algorithm
using this concept is the one proposed by Mikhael8 (if FIR
filter is considered).

The next technique relates the step size to the error signal.
This technique is based on the observation that the step size
should be small when the error is small in order to provide
small EMSE. On the other hand, when the error is large, it
is desirable to operate with large step size to adapt the filter
taps fast. This technique was used by Kwong,11 Aboulnasr,12

Pazaitis13, and Zou.14

Finally, there is a technique combining the use of the input
signal and the error signal. It is a technique used by majority
of the algorithms presented in this paper, namely by Harris,7

Shan,15 Karni,16 Benveniste,17 Evans,18 Mathews,19 Ang,20

Benesty,21 Wahab,22 Hwang23 and Wang.24 In many solutions
this technique is based on the orthogonality principle, which
states that (under some assumptions) the necessary and suffi-
cient condition for the mean-square error to attain its minimum
value is that the error signal e(n) and the input signal u(n) are
orthogonal.1

The VS-LMS algorithms may also be grouped based on the
number of additional parameters which have to be adjusted be-
fore running each of the algorithms. Surprisingly, the group
of algorithms needing no parameters, i.e. algorithms running
fully autonomously, has only two members: Mikhael’s algo-
rithm8 and Wang’s algorithm.24 Next follows the group con-
taining only one parameter to adjust, and this group contains
only the NLMS algorithm.5 Very large is the group of the
algorithms needing an upper bound for the step size in addi-
tion to one or two parameters; this group includes Shan’s algo-
rithms15 (one of them known as the correlation-LMS), Karni’s
algorithm,16 Benveniste’s algorithms,17 and Mathews’ algo-
rithms.19 Three parameters, but without an upper bound for
the step size, are also required by Benesty’s algorithm.21 The
remaining algorithms are parametrized by more than three val-
ues, with the maximum of eight in case of Zou’s algorithm.14

The goal of this paper is to review the VS-LMS techniques
developed by different authors for different uses and to com-
pare them in three typical applications: identification, line en-
hancement, and adaptive noise cancellation. The paper also
suggests how to reduce by one the number of parameters re-
quired to run those algorithms which use the upper bound for
the step size. The paper is organized as follows. In the next
section, all the algorithms considered in this paper are detailed
to a degree which allow them to be implemented. However,
to make the paper of reasonable length, we will omit all the
derivations leading to the final formula as well as all the deriva-
tions of MSE, learning curves, etc. Section 3 describes a pos-
sible way of reduction of the number of parameters in case
of some of the algorithms. Section 4.1 describes the results
of simulation of the system identification case. Section 4.2
describes the results of simulation of the line enhancer. Sec-
tion 4.3 describes the results of simulation of the adaptive noise

cancellation system. Finally, some concluding remarks are
given in Section 5.

2. VS-LMS ALGORITHMS

In this section, VS-LMS algorithms are described in chrono-
logical order. The majority of the algorithms described below
use common (scalar) step size, and fall under the equation:

w(n+ 1) = w(n) + µ(n)u(n)e(n); (5)

where µ(n) is the (variable) step size calculated with an appro-
priate formula.

Some of the algorithms allow for individual step sizes for
each of the filter taps; such VS-LMS algorithms are described
by:

w(n+ 1) = w(n) + M(n)u(n)e(n); (6)

where M(n) is a diagonal matrix of the size equal to the adap-
tive filter length.

2.1. Normalized LMS Algorithm
The first modification of the LMS algorithm which can be

considered a variable step-size modification, was developed by
Nagumo and Noda,5 and independently by Albert and Gard-
ner.6 However, the name “Normalized LMS” was not proposed
by the authors, but appears in the literature much later.1

The NLMS algorithm uses the following equation for the
step size:

µ(n) =
µ̄

uT (n)u(n)
=

µ̄∑L−1
i=0 u

2(n− i)
; (7)

where µ̄ > 0 is a scalar which allows for a change of the adap-
tation speed. The upper limit for µ̄ > 0 to provide stability in
some cases is equal to two, but lower values must be used in
many practical applications.1

The NLMS algorithm may be considered as a standard al-
gorithm for the majority of the adaptive signal processing ap-
plications. The normalization of the step size with the input
signal power estimate makes the algorithm invulnerable to the
input signal power changes; therefore, the algorithm does not
require the step size readjustment when such changes occur.
On the other hand, the division operation required by the nor-
malization may be time-consuming and required to be avoided
in some time-critical applications. Nevertheless, the time over-
head introduced by the step-size normalization is the smallest
when compared to the overhead introduced by other VS-LMS
algorithms discussed below.

2.2. VS-LMS Algorithm by Harris et al.
The algorithm proposed by Harris et al. uses individual step

sizes, and the step-size matrix M(n) is constructed as:

M(n) = 2 · diag [µ0(n), µ1(n), . . . µL−1(n)] ;

µmin < µi(n) < µmax, i = 0 . . . L− 1. (8)

The authors suggest that µmax < 1/λmax, where λmax is the
maximum eigenvalue of the autocorrelation matrix Ruu of the
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input signal. µmin, on the other hand, should be chosen to
provide the desired steady-state misadjustment.

With the above restrictions, the individual step sizes are
changed as follows:

µi(n+1) =



µi(n)/α if e(n)u(n− i) alternates sign
on m0 successive samples;

αµi(n) if e(n)u(n− i) has the same sign
on m1 successive samples;

µi(n) otherwise.
(9)

The authors suggest that the typical value for α is 2.
The authors distinguish the following useful cases:

• m0 = 1,m1 = ∞ — the algorithm decreases the step
sizes with every sign change,

• m0 > 1,m1 = ∞ — the algorithm decreases the step
sizes if m0 consecutive sign changes occur,

• m1 > m0 > 0 — such algorithm results in general de-
crease of the step sizes; the authors claim this is useful for
stationary input signal processing,

• m0 = m1 ≥ 1 — the symmetric increase or decrease al-
gorithm; the authors claim this is useful for nonstationary
input signal processing.

This algorithm is parametrized by five parameters, including
the upper bound for the step size.

The algorithm was developed in times when the hardware
was many times less powerful than nowadays. The authors
admit that they tried to achieve performance comparable with
the Recoursive Leas Squares (RLS) algorithm, which was too
hardware-demanding to use. The authors claim that the VS-
LMS algorithm given above can “provide faster convergence
and less misadjustment than the constant µ or LMS algorithm,”
but that the RLS-type algorithms are still faster to converge.
It must be noted, however, that this goal was achieved at the
price of four additional parameters, which makes the algorithm
difficult to adjust.

This algorithm is also one of the two algorithms that pro-
posed for the first time the individual step sizes for each of the
filter taps.

2.3. VS-LMS Algorithm by Mikhael et al.
The algorithm proposed by Mikhael et al.8 can be used for

FIR filters as well as for infinite impulse response (IIR) fil-
ters. It also comes in two flavors: with scalar step size (which
the authors call homogeneous adaptation), and with individ-
ual step sizes. To allow comparison with other algorithms dis-
cussed in this paper, we will introduce the FIR version only.
Moreover, only individual step sizes will be used. Thus, the
algorithm is given by:

M(n) = diag [µ0(n), µ1(n), . . . µL−1(n)] ;

µi(n) =
0.5 |u(n− i)|
L−1∑
l=0

|u(n− l)|3
, i = 0 . . . L− 1. (10)

As mentioned in the introduction, this algorithm is one of
the two that do not require any parameters to run, and it is
its main advantage. The algorithm is also the second of the
two algorithms that proposed the individual step sizes (both the
algorithms appeared in the same year). Although the authors
allow also for scalar step sizes, they insist that the individual
step sizes give better results.

The authors applied the algorithm to the classical adaptive
noise cancellation problem (see Section 4.3), with the station-
ary, white Gaussian noise input. The algorithm resulted in
faster convergence rate than the constant step size LMS algo-
rithm.

2.4. VS-LMS Algorithm by Shan et al.
The original algorithm by Shan et al.15 is given by:

µ(n+ 1) =
α|ρ(n)|

uT (n)u(n)
;

ρ(n) = λρ(n) + (1− λ)ū(n)e(n);

ū(n) =
1

L

L−1∑
l=0

u(n− l); (11)

where α is a scaling factor, ρ(n) is an estimate of the corre-
lation between the input and the error at time instance n, λ is
a forgetting factor used in calculation of the correlation, and
ū(n) is the mean value of the elements in the input vector.
Thus, the algorithm uses the orthogonality principle.1 Typi-
cally, the forgetting factor λ is in range from 0.9 to 1. The
value of the scaling factor α, on the other hand, should be cho-
sen experimentally with the knowledge that it affects both the
tracking capability and the speed of the convergence of the al-
gorithm.

In its first published form, the original algorithm did not in-
clude the absolute value in the numerator of Eq. (11). After
comments on their paper25 the authors added the absolute value
and agreed that µ should be bounded (µ(n) < µmax).26

The algorithm by Shan et al. was simplified afterwards to
the form:

µ(n+ 1) =
α|ρ(n)|

uT (n)u(n)
;

ρ(n) = λρ(n) + (1− λ)u(n)e(n); (12)

which we currently know under the name correlation LMS.
The only difference is that the mean value of the elements
in the input vector is substituted with the instantaneous input
value.

Both the original Shan’s algorithm and the correlation LMS
are members of the group of algorithms requiring no more than
two parameters to adjust in addition to the upper bound for
the step size, which is still a reasonable number. The authors
claim that their algorithm was developed to address the issue
of the robustness of the LMS algorithm to disturbances present
in real adaptive systems and to the sudden changes in the noise
level. As a response, the algorithm with adaptive gain control
similar to the gain control of the RLS algorithm was proposed.
Thus, the algorithm is “insensitive to disturbances but sensitive
to system changes”, i.e. with tracking capabilities.15
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2.5. VS-LMS Algorithm by Karni et al.
The algorithm by Karni et al.16 is given by:

0 ≤ µ(n) ≤ µmax;

µ(n) = µmax

(
1− e−α‖u(n)e(n)‖

2
)

; (13)

where α > 0 is the dumping factor. The authors suggest that
the α > 1 and observe that for α→∞ the algorithm degener-
ates to the conventional LMS, with constant step size equal to
µmax.

Karni’s algorithm requires only one parameter and the upper
bound for the step size to run.

The algorithm was developed to address the issue of high
misadjustment that is a side effect of fast convergence, or more
precisely, of using large step sizes. The authors compare their
algorithm with a two-stage method, which uses large values of
µ during the initial stage of adaptation to speed up the conver-
gence, and smaller values afterwards to minimize the misad-
justment. The authors claim that their algorithm gives better
results (both the convergence speed and the misadjustment),
especially under nonstationary environment conditions.

2.6. VS-LMS Algorithm by Benveniste et al.
Benveniste et al. proposed a VS-LMS algorithm in the

book.17 The author of this work failed to find this book; how-
ever, as the algorithm was cited by many authors, it is repro-
duced here after reference20 and.27 The algorithm may be used
with scalar step size, and in this case it is defined as:

µ(n) = µ(n− 1) + ρe(n)uT (n)φ(n); µ(n) < µmax,
(14)

φ(n+ 1) = φ(n)− µ(n)u(n)uT (n)φ(n) + u(n)e(n);
(15)

where ρ is a small positive value used to control the conver-
gence and MSE, and φ(n) is an estimate of the gradient vector
— the vector of derivatives of the filter coefficients with the
respect to the step size. After reference20 we observe that a
larger value of ρ results in faster convergence and may result
in lower overall MSE, but may also cause a large fluctuations
of MSE in short range of time; we also observe that the behav-
ior of the algorithm is not influenced very much if the value of
ρ varies in range [10−4 . . . 10−2].

Benveniste’s algorithm can also be used in individual step-
sizes form. In this case, the step-size matrix is constructed as:

M(n) = diag [µ0(n), µ1(n), . . . µL−1(n)] ; (16)

0 < µi(n) < µmax, i = 0 . . . L− 1;

where:

µi(n) = µi(n− 1) + ρe(n)u(n− i)φi(n); (17)

φi(n+ 1) = φi(n)− µi(n)|u(n− i)|2φi(n) + u(n− i)e(n).
(18)

In both its forms, Benveniste’s algorithm requires one pa-
rameter and the upper bound for the step size to run.

2.7. VS-LMS Algorithm by Kwong et al.
The algorithm given by Kwong et al.11 is given by:

µ′(n+ 1) = αµ(n) + γe2(n);

µ(n+ 1) =


µmax if µ′(n+ 1) > µmax;
µmin if µ′(n+ 1) < µmin;
µ′(n) otherwise;

(19)

where 0 < α < 1 and γ > 0 are tuning parameters, and 0 <
µmin < µmax are chosen to provide tracking capability and
stability, respectively. The authors claim that typical value for
α, working well in many simulations they performed, is 0.97.
The parameter γ influences both the speed of convergence and
the EMSE, and it should be small — 4.8 ·10−4 was used in the
original paper.

The algorithm was developed with the goal to have the step
size dependent on the square of the error. The authors’ moti-
vation was that the error is frequently large when fast adapta-
tion is required, while the step size may be lowered when the
error becomes low. Moreover, simple relation of the step size
and the error made it possible to provide theoretical analysis of
this VS-LMS algorithm, even in case of the nonstationary en-
vironment. The authors compared their results with the results
obtained with the algorithms by Harris (Sec. 2.2), and obtained
comparable performence.

Kwong’s algorithm requires four parameters to run, includ-
ing the upper bound for the step size. Two of them are the
maximum and minimum step size, which usually do not inter-
act with other parameters; therefore, the number of the param-
eters to adjust is still reasonable.

2.8. VS-LMS Algorithm by Evans et al.
The paper by Evans et al.18 discusses two similar algo-

rithms. The first one is identical with Harris’s algorithm de-
scribed in Section 2.2, the second differs only in the step size
update equation (9), which is additive rather than multiplica-
tive:

µi(n+1) =



µi(n)− α if e(n)u(n− i) alternates sign
on m0 successive samples;

µi(n) + α if e(n)u(n− i) has the same sign
on m1 successive samples;

µi(n) otherwise.
(20)

Naturally, the value α can no longer be equal to 2, but should
be chosen as some small value (2−10 was used for the exper-
iments presented by the authors). The authors claim that this
algorithm gives slightly better performance that the algorithm
defined by (9). The number of parameters parametrizing the
algorithm is identical as in the case of Harris’s algorithm.

2.9. VS-LMS Algorithm by Mathews et al.
Mathews’s algorithm19 is another algorithm that can use

both the individual and common step sizes. In the first case
the step-size matrix is again a diagonal matrix with the upper
bound on each of the diagonal elements, as in Eq. (16). The
individual step sizes are calculated as:

µi(n) = µi(n−1)+ρe(n)e(n−1)u(n−i)u(n−i−1); (21)
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where ρ is a small positive value allowing to control the con-
vergence process. The authors used the values in range 10−4 ≤
ρ ≤ 6 · 10−3 and claim that the choice does not influence the
steady-state performance.

In the second case, common step size (also subject to the
upper bound µmax) is updated as:

µ(n) = µ(n− 1) + ρe(n)e(n− 1)uT (n− 1)u(n). (22)

For some hypothetical input sequences, the algorithm may
fail to start when µ(0) = 0; therefore, the authors suggest to
initialize the step size with some small value. The choice of
µ(0) > 0 may also improve the initial speed of convergence of
the algorithm.

The concept the algorithm is based on is to change the step
size in a manner proportional to the negative of the gradient of
the squared estimation error, with respect to the step size. An
algorithm offering very good converge speed and small mis-
adjustment resulted. Moreover, the authors claim that this al-
gorithm offers “close-to-the-best-possible performance” when
applied in nonstationary conditions.19

This algorithm requires two parameters and the upper bound
for the step size to run, but one of them is the minimum step
size, and the authors claim that the choice the other (ρ) is not
critical.

2.10. VS-LMS Algorithm by Aboulnasr et al.
The algorithm by Aboulnasr et al.12 is based on the algo-

rithm by Kwong (see Eq. (19)) and the observation that the
instantaneous energy of the error signal it uses may lead to
unexpected behavior in the presence of measurement noise.
Therefore, Aboulnasr proposes to calculate an estimate of the
autocorrelation between e(n) and e(n − 1), and use this es-
timate to control the step size instead of e2(n). The estimate
may be calculated as:

p(n) = βp(n− 1) + (1− β) e(n)e(n− 1); (23)

where 0 � β < 1 is an exponential weighing factor control-
ling the averaging process. Then, the estimate should be used
in calculation of µ′(n+ 1) as:

µ′(n+ 1) = αµ(n) + γp2(n). (24)

Finally, the same limits on the step size should be applied as in
Eq. (19). Also, the meaning of the parameters α and γ is the
same as in the case of Kwong’s algorithm.

As stated previously, the proposed modification introduced
by this algorithm makes it immune to the uncorrelated mea-
surement noise. The authors claim that this raises the perfor-
mance of the algorithm in case of stationary environments, and
offers performance comparable with the algorithms by Kwong
and Mathews in case of nonstationary environments. Unfor-
tunately, the modification rises the total number of parameters
parametrizing the algorithm up to five, which is a number un-
suitable for many practical applications.28

2.11. VS-LMS Algorithm by Pazaitis et al.
A very original algorithm by Pazaitis et al.13 uses the kur-

tosis of the error signal to control the step size. The authors

propose two different equations for the step size update:

µ(n) = α|Kurt (e(n)) |; (25)

and
µ(n) = µmax

(
1− e−α|Kurt(e(n))|

)
; (26)

where α is a positive constant controlling both the speed of
convergence and the excess MSE. The authors suggest that the
value of α should be in range [1, 10] for the update according to
Eq. (26), whereas it should be approximately an order smaller
for the update according to Eq. (25). The authors also observe
that the simpler-to-use update by Eq. (25) may require addi-
tional upper bound to ensure convergence; therefore, only the
algorithm defined by Eq. (26) will be considered in this paper.

To apply Eqs. (25)–(26) in practice, an estimate of the kur-
tosis must be calculated. The authors suggest to calculate this
estimate as:

Ce4(n) = Ê
{
e4(n)

}
− ρ(n)Ê2

{
e2(n)

}
; (27)

where Ce4(n) is the estimate, Ê is an estimate of the expected
value, and ρ(n) is used to trace the changes in the characteris-
tics of the noise. The latter factor should be calculated recur-
sively as:

ρ(n+ 1) = ρ(n) +

δ sgn
(
Ê
{
e4(n)

}
− ρ(n)Ê2

{
e2(n)

})
Ê2
{
e2(n)

}
; (28)

where δ is a small positive constant (the authors used δ = 0.01
in their simulations).

The authors suggest to calculate the estimates of the ex-
pected values using rectangular window of some size, or to
calculate them recursively as:

Ê
{
e2i(n)

}
= βÊ

{
e2i(n− 1)

}
+ (1− β)e2i(n), i = 1, 2

(29)
(this paper uses the recursive calculation of the estimates).

Both the rectangular window size and the forgetting factor
β are additional parameters that need to be selected before ap-
plication of the algorithm; therefore, the number of parameters
to adjust is equal to four, including the upper bound for the
step size. This number is rather high and may be unsuitable
for some practical applications.

The main advantage of the algorithms lies in the originality
of using higher order statistics to adjust the step size. In theory,
this should result in the algorithm immune to the disturbance
noise, if the noise is Gaussian. However, the main advantage is
also a main disadvantage, as in practice higher order statistics
are hard to estimate.

2.12. VS-LMS Algorithm by Ang et al.
Ang et al.20 proposed a simplification of Benveniste’s algo-

rithm given by Eqs. (14)–(15). The simplification applies to
the gradient vector Eq. (15), which is now calculated as:

φ(n+ 1) = αφ(n) + u(n)e(n); (30)

where α is a constant smaller than but close to one. The authors
explain that the algorithm may be viewed as a filtering of the
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noisy gradient of u(n)e(n) with a first-order low-pass filter
with transfer function 1

1−αz−1 . This should result in a more
stable adaptation of the step size. Moreover, for α = 0, this
algorithm is reduced to Mathews’s algorithm (Eq. (22)).

Ang’s algorithm may also be used with the individual step
sizes, in which case Eq. (18) is simplified to:

φi(n+ 1) = αφi(n) + u(n− i)e(n). (31)

Unfortunately, the modification by Ang et al. adds another
parameter when comparing with Benveniste’s algorithm, so the
total number of parameters is equal to three, including the up-
per bound for the step size.

2.13. VS-LMS Algorithm by Benesty et al.
The algorithm by Benesty et al.21 is given by:

µ′(n) =
1

δ + uT (n)u(n)

(
1− σv

ε+ σ̂e(n)

)
;

µ(n) =

{
µ′(n) if σ̂e(n) ≥ σv,
0 otherwise,

; (32)

where σv is standard deviation of the system noise (see below),
σ̂e(n) is an estimate of standard deviation of the error, and δ
and ε are small positive constants to avoid division by zero.

The authors suggest to estimate the power of the error signal
using the recursion:

σ̂2
e(n) = λσ̂2

e(n− 1) + (1− λ)e2(n); (33)

where the exponential parameter λ can be calculated as λ =
1− 1

KL , with K ≥ 2.
The concept of the system noise v(n) comes from an as-

sumption that the desired signal d(n) is a sum of the response
of some optimal filter Wo and the zero-mean noise v(n):

d(n) = wT
o u(n) + v(n); (34)

in this case, σ2
v = E[v2(n)]. In some applications, the standard

deviation of the system noise may be known before running the
algorithm, but usually it must also be estimated, e.g. using an
a posteriori error:

ε(n) = y(n)−wT (n+ 1)u(n). (35)

The estimation of σ̂2
v = E[ε2(n)] may be performed using the

recursion in Eq. (33).
The authors showed that the proposed algorithm performs

better in acoustic echo cancellation simulations than the
NLMS, giving faster convergence and lower excess MSE.
However, the authors assumed the knowledge of the variance
of the system noise σ2

v for these experimets.
The total number of parameters required by this algorithm

may be different in different implementations. In the optimistic
case, when we fix the δ and ε at some small value, and when
we estimate both the variances with the same forgetting factor,
only one parameter remains to be adjusted (the forgetting fac-
tor or theK multiplier). However, if we assume the knowledge
of σ2

v , this variance becomes the second parameter. The sec-
ond parameter also appears when we decide to estimate both
the variances with different forgetting factors. Thus, the au-
thor’s claim that the algorithm is “nonparametric” should be
treated as an exaggeration.

2.14. VS-LMS Algorithm by Wahab et al.
The algorithm by Wahab et al.22 was developed by calcula-

tion of the optimal step size that minimizes the cost function
defined as a quadratic norm of the difference between the new
filter weights w(n+ 1) and the optimal ones. Practical imple-
mentation of their algorithm is given by:

µ(n) =
e2(n)− e(n)v̂(n)

e2(n)‖u(n)‖2
; (36)

where v̂(n) is an estimate of the noise defined as in Eq. (34).
The authors propose to estimate the noise as:

v̂(n) = g(n)e(n); (37)

where

g(n) = 1− exp

(
ασ̂2

v

σ̂2
u(n)(ρσ̂2

e(n)− σ̂2
v)

)
; (38)

where σ̂2
v is the system noise power, σ2

u(n) is the input signal
power, σ2

e(n) is the error signal power, ρ ≥ 1 and α are pos-
itive constants used to make a compromise between tracking
capabilities and the EMSE (for calculation of σ̂2

v and σ̂2
e see

Section 2.13). The authors suggest to estimate the input signal
power using rectangular window: σ̂2

u(n) = ‖u(n)‖2/L.
The authors claim that the derivation of their algorithm takes

the disturbance noise into account; therefore their algorithm
outperforms the algorithms by Ang or Aboulnasr in noisy en-
vironments. Moreover, the authors claim that their algorithm
is less influenced by inproper choice of the adjustment param-
eters.

Please note that the algorithm by Wahab is equivalent to the
NLMS in case of noise-free environment (v(n) ≡ 0). Note
also the possible problems in practical implementation of the
algorithm introduced by two subtractions, which may make the
step size negative. Another disadvantage is that this algorithm
is parametrized by as many as four parameters.

2.15. VS-LMS Algorithm by Hwang et al.
The algorithm by Hwang et al.23 is based on the algorithm

by Kwong given by Eq. (19). The authors observed that the
parameter γ from Eq. (19) should be large when fast conver-
gence is required (e.g. at the start of an operation), but should
be small during steady-state operation and when the system
noise is high. The authors suggest to adjust this parameter us-
ing an estimate of the correlation between the input and the
error in the vector form:

p̂(n) = βp̂(n− 1) + (1− β)u(n)e(n); (39)

where 0 < β < 1 is an exponential parameter. Then, the step
size should be adjusted as:

µ(n+ 1) = αµ(n) + γs‖p̂(n)‖2e2(n); (40)

with γs > 0.
The authors demonstrate the advantages of the algorithm

using adaptive channel estimation application: the algorithm
converges fast despite of large ranges of γs and different levels
of noise.
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Unfortunately, the modification raises the number of param-
eters required to run the algorithm up to five, including the
upper bound for the step size. This may create a serious disad-
vantage for many practical applications.28

2.16. VS-LMS Algorithm by Wang et al.
Algorithm by Wang et al.24 is given by:

µ′(n) =

∑n
i=1 ε(i)e(i− 1)uT (i− 1)u(i)∑n
i=1 e

2(i− 1)uT (i− 1)u(i)
; (41)

µmin < µ′(n) < µmax;

µ(n) =
µ′(n)

uT (n)u(n)
; (42)

where:
ε(n) = d(n)−wT (n− 1)u(n). (43)

The authors suggest that the lower bound on µ′(n) may be
set to any small positive value, e.g. 10−10, and the upper bound
may be set to µmax = uT (n)u(n). If such values are used,
the algorithm is the other algorithm of the two mentioned in
Section 1 that do not require any parameters to run, which is
its greatest advantage. Judging by the simulation results the
authors present, this algorithm offers performance comparable
with other VS-LMS algorithms, e.g. Aboulnasr’s algorithm.

2.17. VS-LMS Algorithm by Zou et al.
The algorithm by Zou et al.14 combines the algorithms by

Kwong (Eq. (19)) and by Aboulnasr (Eq. (24)) and is com-
posed of three steps. In the first step, the new step size is cal-
culated as:

µ(n+ 1) = αµ(n) + γp2(n);

µmin < µ(n+ 1) < µmax; (44)

where 0 < α < 1 and γ > 0 are tuning parameters (as in
Aboulnasr’s algorithm). In the next step, the time-averaged
correlation between two successive error signal samples p(n)
is updated as:

p(n+ 1) = (1− β(n)) p(n) + β(n)e(n)e(n− 1). (45)

Finally, the new time-averaged error signal power β(n) is cal-
culated as:

β(n+ 1) = ηβ(n) + λe2(n);

βmin < β(n+ 1) < βmax; (46)

where 0 < η < 1 and λ > 0 are tuning parameters (as in
Kwong’s algorithm).

The authors observe that 0 < β(n) < 1; therefore, one
should choose βmax < 1. The authors claim that the algo-
rithm combines the advantages of the algorithms by Kwong
and Aboulnasr: good ability to cope with the noise and good
tracking capability. Moreover, the authors claim that very
good convergence speed and low misadjustment are achieved,
too. However, the algorithm requires eight parameters to be
adjusted—this is definitely too many to use the algorithm in
practical applications.28

3. UPPER BOUND FOR THE STEP SIZE

The majority of the algorithms described above require the
upper bound for the step size µmax. In fact, the only algo-
rithms that do not require the choice of µmax are NLMS and
algorithms by Mikhael (Sec. 2.3), by Benesty (Sec. 2.13) and
by Wahab (Sec. 2.14). Please note that µmax must be chosen
very carefully in order to guarantee convergence as well as not
impose too much restrictions on the step size. Moreover, the
upper bound for the step size may depend on the experiment
conditions (see Section 4.3 for an example). This is quite op-
posite of the minimum step size, which can be chosen very
roughly.

It is possible to simplify the choice of the upper bound for
the step size by assuming it to be similar to the LMS algorithm
stability sufficient condition:29

µmax(n) = ε
2

uT (n)u(n)
; (47)

where 0 < ε < 1 is a scaling factor. Although it may seem
as substitution of one upper bound by another, there are sub-
stantial differences. Namely, contrary to the (constant) µmax,
the ε factor may be roughly chosen from a well-defined range
(0 . . . 1) (theoretically) or [0.5 . . . 0.9] (in practice). For exam-
ple, a value 0.8 (assumed for the experiments presented below)
or 0.9 will work well in many typical applications. The choice
of ε is so easy that we may assume that this technique allows
us to lower the number of parameters for each algorithm using
µmax by one. On the other hand, calculation of the µmax(n) in
each iteration requires additional processor power.

To check how the proposed modification influences stability
and performance of the VS-LMS algorithms, in the next sec-
tion we will show simulations with constant upper bound for
the step size as well as with modification defined by Eq. (47).

4. SIMULATIONS

The VS-LMS algorithms described in the previous section
have been tested in three typical applications: system identi-
fication, adaptive line enhancement (ALE) and adaptive noise
cancellation (ANC).33 The main problem that occurred during
the simulations and concerned especially algorithms with more
than two parameters was that it was not easy to adjust the pa-
rameters because of parameter interactions. This remark does
not apply to the maximum and minimum step sizes, which are
relatively easy to choose.

In this sense, the most difficult algorithms to parametrize
were those by Aboulnasr, Hwang, Zou, and Wahab. Algo-
rithms presenting moderate complication (two parameters to
adjust, except for the minimum and maximum step sizes) are
those by Kwong, Shan, Ang and Benesty. This group also in-
cludes algorithms by Harris and Evans, which have three pa-
rameters, but two of them are integers in the range from 1 to
3.

Another problem was the need to readjust algorithms for dif-
ferent applications. Moreover, the need to readjust the algo-
rithm for one application (ANC) after changing the noise level
has also arisen during the experiments.
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Figure 2. System Identification block diagram.

Despite these difficulties, an effort was taken to adjust the
algorithms in a way that allows them to obtain the best possi-
ble results with regards to the quantities discussed below. One
more remark must be observed: the adjustment of the param-
eters was performed with the aim of obtaining the behavior
which really exhibits the step-size variation. This remark is
important because it was very easy to adjust the parameters in
the way that the VS-LMS algorithm operated with the (almost)
maximum allowed step size. Moreover, this behavior some-
times minimized the sum of MSE — mainly due to maximiza-
tion of the speed of convergence. However, it did not allow it
to minimize the misadjustment and variation of the parameters
of an adaptive filter during the steady state. Therefore, such
adjustment was considered wrong.

4.1. Simulation of System Identification

The first application the VS-LMS algorithms were tested
against is system identification — see Fig. 2. In this appli-
cation, the LMS algorithm input signal u(n) is the signal used
to excite the unknown object, while the LMS algorithm de-
sired signal d(n) is a sum of the object output signal y(n) and
the output noise n(n) (the disturbance). Observe that in this
case the output noise is the same as the system noise v(n) in
Eq. (34). This desired signal is compared to the output of the
identified model to produce the error signal e(n).

System identification presents many challenges,30 but for
the purpose of this paper, a relatively simple case of identifi-
cation of white-noise excited FIR filter was chosen. Moreover,
the exact match in the structure of the object and the model was
assumed (no modeling error). This, together with the control
over the output noise power, allowed us to observe some im-
portant differences in the behavior of the VS-LMS algorithms.

It should be noted that in case of an identification of a
stationary FIR object, the LMS filter should converge to the
Wiener solution.1 Therefore, it is possible to perform the zero-
order analysis of the steady-state phase of the LMS adaptation,
with the assumption of the small step size. If we define the

instantaneous MSE as:

J(n) = E(|e(n)|2); (48)

we may express this MSE as:

J(n) = Jmin + Jex(n); (49)

where Jmin is the minimum achievable error, and Jex(n) is
called excess MSE (EMSE).

Assuming that the identified model converges to the original
filter, the minimum achievable MSE is equal to the variance of
the system noise n(n):

Jmin = E(n2(n)). (50)

Furthermore, form the small step-size theory it follows that in
the steady state the MSE can be expressed as:

J(∞) = Jmin + µJmin

L∑
k=1

λk
2− µλk

≈ Jmin +
µJmin

2

L∑
k=1

λk;

(51)
where λk are the eigenvalues of the input signal autocorrelation
matrix.1 Thus, the EMSE is approximately equal to:

Jex(∞) ≈ µJmin

2

L∑
k=1

λk; (52)

which means that it depends on the variance of the system
noise. For this reason it is convenient to define additional quan-
tity, called misadjustment, as:

M =
Jex(∞)

Jmin
≈ µ

2

L∑
k=1

λk. (53)

Please note that the misadjustment depends only on the step
size and the properties of the input signal u(n) (in the form
of the eigenvalues of the autocorrelation matrix), and does not
depend on the system noise n(n).

In the experiments described below EMSE was used to eval-
uate each of the algorithms in a quantitative manner in the form
of the sum of the EMSE for the whole experiment:

∑
EMSE =

N∑
n=0

Jex(n); (54)

where N is the number of iterations in each experiment (N =
4096 in case of identification experiments). This parameter
shows overall performance of the algorithm, combining the
speed of convergence and the resulting EMSE. However, to
observe the last two quantities separately, the estimate of the
misadjustment was also calculated, as the mean value of 100
samples of EMSE, divided by the variance of the system noise.
Time of convergence was calculated as a number of samples
after which the EMSE falls below the value 10−2:

τ = min
n

[
Jex(n) < 10−2

]
. (55)

The last quantity calculated for evaluation of the identifi-
cation performance was the variance of two of the identified
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Figure 3. Excess MSE in identification experiments for selected algorithms.

Figure 4. Step sizes in identification experiments for selected algorithms.

coefficients calculated during the steady state at the end of the
experiment.

The results of the identification experiments are presented
in Table 1. This results were obtained after averaging 250 in-
dividual runs, with different excitation sequences and system
noise sequences. The identified object was in a form of FIR fil-
ter with initial coefficients 0.5, 1.1, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3,
0.2, 0.1. In the middle of the experiment, that is after 2048 iter-
ations, the coefficients were changed to 0.3, -0.5, 0.2, 0.8, 0.5,
0.3, 0.1, 0.1, 0.0, 0.0. The signal to noise ratio was equal to 20
dB, and the assumed minimum and maximum step sizes were
equal to 10−7 and 0.03. The table presents results for the orig-
inal algorithm, i.e. the algorithm operating with µmax = 0.03
as well as for the algorithm operating with variable µmax, as
described in Section 3.

By observing the sum of EMSE for the original algorithms
we may conclude that the best algorithm is the algorithm by
Benesty, the second is the algorithm by Wahab, and the third
the algorithm by Mikhael. By consulting the time of conver-
gence we notice that the algorithm by Benesty is the best due
to its speed of convergence (the second by the same criterion
is the algorithm by Mikhael, the third by Wahab). On the other
hand, the algorithm by Benesty exhibits poor steady-state per-
formance, poorer even than LMS and NLMS — the conclusion
that arises after examination of the misadjustment. So, if speed
of convergence is not critical, but accuracy is in value, the best

algorithm is the one by Zou, beating only slightly the one by
Pazaitis (second form, Eq. (26)) and by Hwang. Finally, the
variance of the estimates allows us to award the algorithms by
Zou, Pazaitis (both forms), and Aboulnasr.

With the analysis of the same quantities for the algorithms
using variable maximum step size, we may conclude that this
modification usually influences the algorithms positively. Ad-
ditionally, the speed of convergence can be significantly im-
proved, as can be seen in case of the algorithms by Harris, by
Shan, or by Karni. Sometimes, even if the speed of conver-
gence is worse, the overall performance is comparable due to
better steady-state performance (e.g. the algorithm by Aboul-
nasr and by Pazaitis, second form).

Figure 3 presents the excess MSE in the identification ex-
periments for selected algorithms. Considering the NLMS as
a reference, we observe that the algorithm by Harris (included
here for historical reasons, as the next VS-LMS algorithm af-
ter the NLMS) is dramatically slower to converge. On the
other hand, the algorithms by Mikhael and Pazaitis, although
faster to converge, do not achieve the excess MSE as low as
the NLMS. Only the algorithm by Benesty maintains both the
fast convergence speed and low excess MSE.

Figure 4 shows the step sizes (µ(n)) used by the algorithms
discussed above during the experiments. We observe that the
algorithms result in different values of the step sizes, compared
to the NLMS. The algorithm by Harris decreases the step size
rapidly at the begining of the simulation; therefore, it is very
slow to converge. The algorithm by Mikhael uses approxi-
mately three times higher value of the step size than the NLMS;
thus it converges fast, but results in slightly higher excess MSE
in the steady state. The algorithms by Pazaitis and Benesty
use what we may consider to be a reasonable approach: they
start with higher step sizes, and start to decrease them once the
initial convergence is finished (compare with Fig. 3). How-
ever, the algorithm by Benesty exploits this technique much
more efficiently that the algorithm by Pazaitis, and therefore it
achieves both the fast convergence speed and the low excess
MSE.

4.1.1. Further observations

More conclusions can be drawn if we analyze the sys-
tem identification results obtained for different signal to noise
ratios (the results of experiments, including the plots of
the MSE, the EMSE, the misadjustment and the step sizes,
are organized in the form of a web page, and available at
http://zpss.aei.polsl.pl/dbismor/vslms/; the results can also be
e-mailed as a compressed archive by emailing a request to Dar-
iusz.Bismor@polsl.pl). From Eq. (52), it follows that different
EMSE levels should be observed for different SNRs: the lower
the system noise, the lower the EMSE should be observed.
On the other hand, the misadjustment should not depend on
the system noise variance and SNR (Eq. (10)). Such behavior
was not observed for the algorithms by Harris, by Kwong, by
Shan, by Karni, and by Wahab. For those algorithms the EMSE
tended to reach similar, high values for different SNRs. This
means that the algorithms mentioned above may give higher
than expected EMSE values.
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Figure 5. Adaptive line enhancer block diagram.

4.2. Simulation of Adaptive Line
Enhancement

The Adaptive Line Enhancement (ALE), introduced by
Widrow in 1975, is a technique used to detect highly correlated
signals (mainly sinusoids) buried in a wideband noise.2 Nowa-
days, ALE is used in many applications, e.g. instantaneous
frequency estimation, spectral analysis, and speech enhance-
ment.31, 32 The block diagram of the adaptive line enhancer
(ALE) is presented in Fig. 5. The input signal to the ALE,
d(n), is usually a mixture of highly correlated signals (e.g.
sines) and uncorrelated signals (e.g. white noise or speech
recording). This signal is the desired signal for the adaptive
LMS filter, while its delayed version constitutes the LMS in-
put signal: u(n) = d(n − ∆). The delay, ∆, is also called
decorrelation delay.1

In the experiments presented below, the input signal to the
ALE was a short (1.8 s) recording of speech contaminated with
four sine signals or with chirp signal. This application tests
completely different aspects of the VS-LMS algorithms, as the
speech recording can be considered to be a non-stationary sig-
nal. Thus, the ALE filter coefficients must be constantly ad-
justed, except for the short periods between syllables, and only
in case of the contamination with the four sines. In case of the
chirp signal, its frequency changes during the whole experi-
ment, and no steady state occurs at all.

The performance of the VS-LMS algorithms in the ALE ap-
plication was evaluated by the means of two quantities. The
first one was the sum of MSE during the whole experiment.
Please note that excess MSE could not have been used due to
the lack of the Wiener filter model, which implies impossibil-
ity to calculate the system noise. Moreover, even the calcula-
tion of MSE was difficult due to the fact that ALEs may have
different amplifications (gains). Therefore, some scaling was
necessary before comparing the original speech signal with the
ALE output e(n). Scaling by the maximum absolute value was
chosen in this case, with the omission of the first 1000 samples
to account for the zero initial conditions.

The second quantity used to compare the algorithms perfor-
mance was the final signal to noise ratio (SNR). This quantity
was calculated by the means of the spectrum of the error signal
e(n). It was observed that the spectra of the speech record-
ing and the contaminating signals did not overlap during the
last 400 ms of the recording. This allowed us to calculate the
power of the speech recording and the contaminating signal
(after filtration) separately, in different frequency bands.

The speech signal was recorded with the sampling fre-

Figure 6. MSE in ALE experiments for selected algorithms.

quently 8 kHz. The ALE had 10 coefficients, and the decor-
relation delay was equal to 10. In the case of the four sines, the
frequencies were 1.5, 1.8, 2.5 and 3.7 kHz. In case of the chirp
signal, the frequency range was 100–3500 Hz. The minimum
and maximum step sizes were 10−5 and 0.25. The results of
the experiments obtained after averaging 250 individual runs,
are presented in Table 2.

For the chirp signal, the algorithm by Wahab produced the
lowest sum of MSE, while the algorithm by Mikhael was only
slightly worse, and the algorithm by Wang was third. However,
if the SNR is considered, none of these algorithms perform as
well as algorithms by Mathews (with individual step sizes), by
Ang (both versions) and even the NLMS.

Figure 6 presents the MSE in the ALE experiments with the
chirp signal for the selected algorithms. Treating the NLMS as
a reference, we observe that the algorithm by Mathews results
in a very similar MSE curve during most of the simulation.
Near the end of the experiment, the MSE for this algorithm is
noticably higher. The algorithms by Mikhael and Wahab, on
the other hand, result in different MSE curves, but very similar
to each other. The level of the MSE they produce is comparable
with the level produced by the NLMS algorithm.

Figure 7 presents the value of the first filter coefficient dur-
ing the experiments with the chirp signal. From the figure it is
clear that the coefficient does not reach the steady state. How-
ever, the values it takes are very similar for all the presented
algorithms.

For the four sines signal, and judging by the sum of MSE,
the best algorithms are those by Shan, Benveniste, and Ben-
esty. But judging by the SNR, the best algorithms are the one
by Evans, Ang, and Benesty.

In the authors’ opinion, the SNR better represents the abil-
ity of an algorithm to attenuate unwanted contamination —
this observation was confirmed by listening to the played error
signal. If, for example, the SNR was poor (close to zero or
negative), the comprehension of the filtered speech was diffi-
cult. Following this observation, we can distinguish VS-LMS
algorithms unsuitable for ALE, which certainly are algorithms
by Harris, Kwong, Shan, Aboulnasr, Wang, Zou, and Pazaitis.
Also, algorithms by Benveniste, Mathews (version with the
common step size), and Hwang may not work as well as the
others.
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Table 2. Results of line enhancer experiments averaged over 250 runs, ALE length: 10. A dash in the ’Modif’ column means that the particular algorithm does
not use the upper bound for the step size; and thus the modification proposed in Section 3 does not apply.

Chirp Four sines
Algorithm

∑
MSE Final S/N

∑
MSE Final S/N

Orig. Modif. Orig. Modif. Orig. Modif. Orig. Modif.
LMS 14.1 — 26.3 — 20.4 — 18.2 —
NLMS 15.8 — 27.0 — 20.0 — 16.9 —
Harris 22.4 28.4 5.3 5.6 31.5 31.0 -15.7 -18.5
Mikhael 10.5 — 17.7 — 20.1 — 17.3 —
Kwong 43.3 25.1 1.3 1.3 20.9 20.8 8.2 6.4
Evans 24.0 16.6 12.5 13.7 20.6 20.0 18.8 18.0
Shan correlation 26.2 12.5 -2.1 -2.2 19.4 19.8 12.6 11.4
Shan 22.0 15.0 -3.5 -3.4 19.5 20.0 8.4 10.7
Benveniste 13.1 11.0 20.4 17.5 19.5 19.3 6.7 5.9
Benveniste indiv 14.9 11.6 22.3 19.7 19.7 19.6 8.2 8.5
Karni 25.5 19.6 12.3 18.1 22.2 22.5 17.6 17.2
Mathews 20.8 19.9 5.6 5.6 24.1 24.8 3.1 7.0
Mathews indiv 15.8 13.8 27.3 25.8 20.6 20.1 16.5 17.0
Aboulnasr 31.3 28.5 -2.0 -1.7 21.3 21.2 5.0 4.1
Ang 16.4 11.9 27.2 21.8 20.1 19.9 18.1 18.9
Ang indiv 18.9 12.4 27.2 22.9 20.3 20.0 17.2 17.0
Hwang 48.0 22.4 5.0 5.0 21.4 20.7 6.6 7.1
Wang 12.5 — 7.3 — 113.6 — -29.9 —
Zou 46.4 35.5 0.8 1.1 21.7 21.4 13.2 13.8
Pazaitis 46.7 26.2 -0.7 -0.0 21.8 22.4 15.7 17.2
Pazaitis 30.5 22.7 -0.6 0.2 21.6 21.9 8.8 18.1
Benesty 12.9 — 26.6 — 19.6 — 18.1 —
Wahab optimal 9.8 — 16.9 — 20.1 — 17.2 —

Figure 7. First filter coefficient in ALE experiments for selected algorithms.

It must also be noted that introduction of the variable max-
imum step-size modification does not always positively influ-
ences the performance, especially if we judge the algorithms
by the sum of MSE. However, if we consider the SNR only,
the set of algorithms for which the performance is significantly
reduced is limited to the algorithms by Karni and Ang.

4.2.1. Further observations

The best way to evaluate the ALE performance
is by analyzing the spectrograms (available at
http://zpss.aei.polsl.pl/dbismor/vslms/). By comparing

the spectrograms for the four sines signal, we immediately
observe complete failure of the algorithms by Harris and
Wang. We also notice very good results obtained with the
NLMS and the algorithms by Mikhael, by Evans, by Karni
and by Benesty — no trace of the four sines can be observed
in the spectrograms for those algorithms. This group may
be extended over the algorithms by Pazaitis, if we introduce
the variable maximum step size modification discussed in
Section 3.

By analyzing the spectrograms for the chirp signal, we ob-
serve that it is not possible to remove the constantly changing
chirp signal completely with this setup. However, the NLMS
and the algorithms by Mathews (individual step sizes), Ang,
and Benesty are doing a very good job to weaken the power of
the chirp considerably. By analyzing the step sizes, we observe
that the most efficient strategy here is to keep the step size as
high as possible during the whole experiment.

4.3. Simulation of Adaptive Noise Cancella-
tion

The Adaptive Noise Cancellation (ANC) block diagram is
presented in Fig. 8. The diagram is similar to the system iden-
tification, except for the presence of the output noise n(n).
However, the conditions and goals of operation of the two sys-
tems are different. One of the differences is in the unknown
system dynamic (P (z−1) in Fig. 8). In case of the system
identification, we seek for the model of this dynamic, while
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Figure 8. Adaptive noise cancellation block diagram.

in case of the ANC, the dynamic is assumed to be too diffi-
cult to be modeled in the whole frequency range. For example,
in the experiments described below, the dynamic P (z−1) was
nonstationary and was implemented as a bank of 300-th order
FIR filters switched each 3 seconds, while the ANC filter had
only 16 or 128 coefficients.

Another difference is the input signal u(n). In case of the
system identification, we usually employ persistently exciting
signals of sufficient degree (white noise, if possible). In case
of the ANC, we usually have no chance to choose the input
signal, which often contains a mixture of narrow-band signals
(e.g. single tones) and band-limited noise. In the experiments
described below, the input signal consisted of two sines, one
with frequency 112 Hz and amplitude 3 and the second with
frequency 200 Hz and amplitude 1. The sines were embedded
in an amount of white noise with different variances.

The performance of the VS-LMS algorithms in ANC appli-
cation was evaluated by the means of three quantities. The first
one was again the sum of MSE during the whole experiment.
The second was the MSE obtained during the steady state of
operation, and it will be referred to as ‘Final MSE’. Please note
that misadjustment cannot be used because there was no addi-
tional noise, which means that Jmin = 0 in Eq. (53). The third
quantity used to evaluate the performance of the algorithms
was the variance of the ANC filter coefficient w0 during the
steady-state operation.

The results of the experiments, with the ANC filter length
16, obtained after averaging 250 individual runs are presented
in Table 3. By analyzing the results for the variance of the
wideband noise 10−2 we come to a surprising conclusion that
none of the VS-LMS algorithms performed better than the
NLMS algorithm — this is clear from both the sum of MSE
and the Final MSE. Slightly worse results are obtained with
the algorithms by Mathews (both versions), Karni, Ang (with
individual step sizes), and Evans. Spectacular failure of the al-
gorithm by Wang should also be noted, as it is one of the only
two algorithms that does not require any parameters to run.
Another conclusion is that very small variance of the coeffi-
cients during the steady state, as e.g. in case of the algorithm
by Pazaitis, is not correlated with high overall performance.

In case of the wideband noise variance 10−4 the advan-
tage of the NLMS algorithm is no more very clear. Although
it still produces the smallest final MSE, the sum of MSE

Figure 9. MSE in ANC experiments for selected algorithms.

Figure 10. Step sizes in ANC experiments for selected algorithms.

is smaller for other algorithms, such as those by Evans and
Karni. Other algorithms with similar performance are corre-
lation LMS and those by Pazaitis, Ang (with individual step
sizes), Shan, Benveniste (with individual step sizes), Kwong,
and Hwang. Again, the algorithm by Wang failed to operate
satisfactorily.

It must be noted that the majority of the algorithms had to
be readjusted when switching from the wideband noise vari-
ance 10−4 to 10−2 — because otherwise they failed to main-
tain convergence. This only does not apply the NLMS and
the algorithms by Harris, Mikhael, Evans, Shan, and by Wang.
The fact that the NLMS did not need to be readjusted empha-
sizes its usefulness in ANC applications.

By analyzing the algorithms with variable maximum step-
size modification, we may conclude that this modification usu-
ally does not degrade the algorithm’s performance. On the
contrary, the modification usually increased the performance
slightly, especially in case of higher wideband noise variance.
The algorithms by Karni and Benveniste are the examples.

Figure 9 presents the MSE curves for the wideband noise
10−2 for the selected algorithms, and Fig. 10 shows the step
sizes for those experiments. From the figures it is clear that,
despite different step size strategies, the algorithms show very
similar speed of convergence. The only noticable difference is
in the final MSE during the stead-state phases, which is slightly
higher for the algorithms by Mikhael and Wahab. The step
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sizes have similar values for the NLMS and the algorithm by
Mikhael, but all the other algorithms presented on the figure
use higher values of the step sizes.

5. CONCLUSIONS

The very first conclusion which arises from the above anal-
ysis of the seventeen most popular variable step-size modifi-
cations of the LMS algorithm presented in this paper is that
there is no VS-LMS algorithm which is the best for all the ap-
plications. Different applications present different challenges
for the adaptation algorithm, thus requiring different step-size
update algorithms for the most efficient operation. This is es-
pecially apparent with stationary data processing (e.g. the sys-
tem identification) as opposed to nonstationary data processing
(e.g. speech signal processing). However, some general guide-
lines for the choice of the proper VS-LMS algorithm are as
follows:

First of all, the more parameters the algorithm requires to
be adjusted prior to operation, the more problematic the use
of this algorithm is. Even in simulations, the choice of more
than two or three parameters requires many time-consuming
trials. This is the effect of parameter interactions: the opti-
mal choice of one parameter is no longer optimal if we change
other parameters. Moreover, the optimal set of parameters is
likely to be different if experiment conditions (e.g. noise level)
change. Thus, the algorithms with more than three parameters
should be considered only if very special properties need to be
obtained, and probably only for simulations.

The above remark does not apply to the lower and upper
bound on the step size, required by many of the algorithms
discussed in this paper. The former is very easy to choose and,
for properly parametrized VS-LMS algorithm, influences only
steady-state error. The latter may easily be substituted with
stability sufficient condition bound given by Eq. (47), with
low computational cost and almost no influence on the per-
formance.

With the regard to the ease of use, the algorithm by Mikhael
(Section 2.3) should be mentioned. This algorithm requires
no parameters to run, and performs reasonably well in both the
stationary and nonstationary data processing. However, this al-
gorithm resulted in higher error levels in the ANC simulations
and may be not very well-suited for this application.

Second, very interesting and original is the algorithm by
Pazaitis (Section 2.11). This algorithm performed very well
in stationary data processing (the system identification). How-
ever, the kurtosis estimation involved in this algorithm requires
substantial number of operations; therefore, this algorithm may
not be applicable for real-time processing.

Finally, for nonstationary data processing, considering the
ease of use, numerical complexity, and performance, the
NLMS algorithm still appears to be unrivaled. However, if an-
other algorithm is desired for some reasons, the algorithm by
Mathews (Section 2.9) should be considered. This algorithm,
based on the orthogonality principle, requires two parameters
to be adjusted (excluding the upper bound for the step size),
presents moderate degree of numerical complexity, and per-
forms very well in both the ALE and the ANC applications.

To conclude, we will repeat this very important finding that
comes from the research reported in this paper: no VS-LMS al-
gorithm appears to be as versatile, easy to use, and well-suited
for real-time applications as the NLMS. In our opinion, despite
the constant effort to develop new VS-LMS algorithms, the 49-
years-old NLMS algorithm is going to dominate the adaptive
solutions for many years on, if not forever.
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Electroacoustic transducers as transmitters and receivers play major role in underwater communication systems.
Piezoceramic rings are the most important parts of electroacoustic transducers. In this investigation, attempts
were made to use the matrix model and the finite element model to evaluate frequency behaviour of piezoceramic
rings. In order to validate the accuracy of the proposed models and the solution algorithm, results obtained from
both models were compared with experimental results presented by Radmanović, et al. Upon confirmation of
the obtained results from the two models, the effects of the geometrical parameters on the frequency response
of the ring and the surrounding domain in which the ring oscillates were studied. Based on the obtained results,
the geometrical parameters have effects on both the frequency resonance of the ring, as well as the value of the
electrical impedance. It is also noted that the surrounding domain only causes change on the intensity of the ring’s
electrical impedance.

1. INTRODUCTION

The use of acoustic waves for the recognition and location
identification of underwater bodies is called sonar.1–3 Com-
pared to the other form of wave transmission, acoustic waves
are more suitable for underwater applications due to low atten-
uation.3–5 Consequently, underwater applications of sonar are
related to acoustic fundamentals. Due to military needs, espe-
cially during world wars, the related technologies associated
with sonar have developed.6 A transducer is a device capable
of converting one form of energy into another.7 The under-
water transducers convert electric energy into a sound wave,
which is mechanical energy, and vice versa.6, 8 Careful design
and modelling of transducers is necessary, since it is crucial
that they perform at the desired level. Moreover, recognition
of the frequency behaviour of piezoceramic rings has high im-
portance, since they are the main parts of transducers. The fre-
quency behaviour of a piezoceramic ring is usually obtained
by studying its impedance curve and calculating its resonance
frequencies.9

Traditionally, the design of transducers and the study of the
behaviour of their parts, particularly piezoceramic rings, has
been done by using lumped parameters models. These models
were made on the principle that by assuming one dimension,
their different parts could be modelled as a group of masses
connected by several springs and dampers.6, 10 Since it is possi-
ble to equate mechanical parts with the forming elements of an
electric circuit, the next step in modelling is to use equivalent
circuits. Through using these circuits, the desired parameters
for performance analysis, such as frequency resonance, band-
width, etc., would be obtained.11 Another analytical model
that can be used is the 2D matrix model. In this model, the re-

lations of forces acting on surfaces, different surface velocities,
voltage, and current of a piece like a piezoceramic ring would
be expressed in the form of a matrix relation and an impedance
matrix of 5*5. This model is also capable of considering the
effects of the acoustic environment. For parts like metal rings
not containing voltage and current, the size of impedance ma-
trix would be reduced to 4*4.12, 13 Since it was not possible to
use analytical models to analyse transducers with complex ge-
ometries, finite element methods have been used for the design
and analysis of these transducers. So, the main advantages of
finite element analysis is the possibility of precise and com-
plete modelling of all parts with complex geometries.14, 15

In light of the points discussed, the present study utilizes ma-
trix models as well as finite element models, and applies them
to simulate a piezoceramic ring. These models can be consid-
ered advanced methods in the modelling of the electroacoustic
transducers parts. In order to validate the used algorithm, ini-
tially for a specified piezoceramic ring, the obtained frequency
response was compared to valid results presented by experi-
mental studies in credible references. Then, the frequency re-
sponse of a piezoceramic ring for several dimensional condi-
tions and different environments were studied. Finally, by in-
terpreting these results through analytical models, fundamen-
tals of vibrations, and circuit analysis, the effects of different
parameters on the considered frequency response was evalu-
ated.

2. METHODS OF MODELLING
PIEZOCERAMIC RINGS

The design and modelling of underwater transducers is pos-
sible through the recognition of piezoceramic rings’ behaviour
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Figure 1. A piezoceramic ring (conventional directions of forces and veloci-
ties are shown).

as a major element in these transducers. Moreover, the mod-
elling of a ring with the aim of reducing and improving pro-
duction costs is rather important. The methods used in this
study for the modelling of piezoceramic elements of underwa-
ter electroacoustic transducers will be described in this section.

2.1. Matrix Model
The matrix model is known as the most advanced analytical

tool for the design and analysis of different elements used in
the electroacoustic transducers. In order to better introduce the
matrix model, its application in the analysis of a piezoceramic
ring is presented. Figure 1 is a schematic view of a piezoce-
ramic ring. This ring has stimulating voltage at its inlet and
outlet.
Fi are applied forces on the ring surfaces, and vi are surface

velocities along different directions. By using stress-strain,
displacement-strain relations and other related points, the fol-
lowing relations would be presented for impedance of a piezo-
ceramic ring:16

F10

F20

F30

F40

V0

 =


z11 z12 z13 z13 z15
z21 z22 z23 z23 z25
z13 z23 z33 z34 z35
z13 z23 z34 z33 z35
z15 z25 z35 z35 z55



v10
v20
v30
v40
I0

 ; (1)

Fi = Fi0e
jωt; (2)

V = V0e
jωt. (3)

In the above relations, zij is a function of geometrical char-
acteristics and physical structure parameters, as well as the fre-
quency.6, 12 Fi0 and V0 are the force spectrum and fluctuating
voltage. A matrix comprised of zij is called the impedance
matrix of a piezoceramic ring. In order to obtain the resonance
frequencies of this ring, it suffices to equate the determinant of
the matrix to zero. ω is the angular frequency, and it equates to

ω = 2πf. (4)

In the above relation, f is the frequency in terms of hertz
(Hz). More important than defining the matrix impedance is
defining the input electrical impedance. The input electrical
impedance is the relation of voltage to current in the inlet elec-
trical terminals. The input electrical impedance contains me-
chanical properties as well as acoustic loading. By drawing

this impedance as a function of the frequency, it becomes pos-
sible to observe and calculate the resonance frequencies (min-
imum points) and anti-resonance frequencies (the maximum
points).15 To draw this impedance, first it is necessary to ex-
press the relation between force and velocity at the external
surfaces by using the acoustic impedance:12

Fi = −Zivi, i = 1, 2, 3, 4. (5)

Acoustic impedance is the product of density multiplied by
velocity of sound in any acoustic domain. The amount of
acoustic impedance for air is about 400, and for water is about
1.5*106. A unit of acoustic impedance (external impedance)
is
(

kg
m2s

)
or
( Pa s

m

)
, while a unit of obtained zij impedance of

in the matrix impedance is
(

kg
s

)
. It is evident that in order

to unify the acoustic impedance with zij , acoustic impedance
would have to be multiplied by a unit of surface. This surface
is equal to the area that impedance enters on it. This means:

Z1 = Z1 acousic × 2 ∗ πb ∗ 2h;

Z2 = Z2 acousic × 2 ∗ πa ∗ 2h;

Z3 = Z3 acousic × π(a2 − b2);

Z4 = Z4 acousic × π(a2 − b2). (6)

In order to obtain the input electrical impedance as a function
of frequency, it is necessary to make some changes to Eq. (1):

F10

F20

F30

F40

V0

 =


z11 z12 z13 z13 z15
z21 z22 z23 z23 z25
z13 z23 z33 z34 z35
z13 z23 z34 z33 z35
z15 z25 z35 z35 z55



v10
v20
v30
v40
I0

 Fi=−Zivi−−−−−−→


−Z1v10
−Z2v20
−Z3v30
−Z4v40
V0

 =


z11 z12 z13 z13 z15
z21 z22 z23 z23 z25
z13 z23 z33 z34 z35
z13 z23 z34 z33 z35
z15 z25 z35 z35 z55



v10
v20
v30
v40
I0

 ; (7)


0

0

0

0

V0/I0

 =


z11+Z1 z12 z13 z13 z15
z21 z22+Z2 z23 z23 z25
z13 z23 z33+Z3 z34 z35
z13 z23 z34 z33+Z4 z35
z15 z25 z35 z35 z55



v10/I0
v20/I0
v30/I0
v40/I0

1

 .
(8)

By considering the first four lines of the above matrix and
the point that zij is determined, it becomes possible to find
unknowns terms {(v10/I0), (v20/I0), (v30/I0), and (v40/I0)}
in any specific frequency. Then, by using the following equa-
tion, which is related to the fifth line of the above matrix, it
becomes possible to find the input electrical impedance for a
piezoceramic ring:

zul = V0/I0 = z15
v10
I20

+z25
v20
I20

+z35
v30
I20

+z35
v40
I20

+
z55
I20
. (9)
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In the above equation, zul is the input electrical impedance.
It is evident that in order to calculate zul, all acoustic
impedances would have to be known.12 By drawing the related
curve of the above equation, it becomes possible to analyse the
behaviour of the piezoceramic ring caused by the applied volt-
age.

In addition to the high precision in the matrix method, atten-
tion needs to be paid to the fact that in utilizing this method,
there are two major limitations. First, by making the geomet-
rical shape more complex, using this method and formation of
the impedance matrix becomes more difficult. Second, even in
simple geometrical shapes, when a large number of elements
are present along each other in a transducer, making correct re-
lationships between impedances of these elements and simul-
taneously analysing them would be very cumbersome. There-
fore, in the present study, an attempt was made to develop a
finite element method suitable for both modelling of complex
geometrical shapes and for modelling transducers with many
elements.

2.2. Finite Element Method
In recent years, due to necessity of using modelling of dif-

ferent and complex geometries, the utilization of finite element
methods for analysis of electroacoustic transducers elements
has increased.2 Acoustic analysis in finite elements could take
place in both frequency domain and time domain. Of course,
for this type of problem, frequency domain is usually used.
The major task in the finite element method modelling is the
correct and precise defining of the model’s boundary condi-
tions. Initially, the propagation domain around the transducer
surface could be modelled. In cases where vibrating bodies are
axisymmetric, it would be better to use axisymmetric models.
This helps to reduce the computational time. Introducing the
materials and properties of different parts and domains, as well
as determining the base voltage for piezoelectric materials, is
the next step in the definition of the problem.17, 18 Figure 2
shows finite element modelling of a single ring along with its
acoustic domain.

In Fig. 2, the upper part shows the ring along with its con-
sidered spherical acoustic domain. In the lower part, the mag-
nified schematic of ring is shown. The size of the acoustic
domain around the vibrating surface of the ring has been made
much larger than ring’s dimensions. This was done to model
infinite domain around the ring. Also, this modelling causes
propagated waves to have the chance for receiving the effects
of the domain and related boundary conditions.14 After mod-
elling, the ring and the domain must be meshed. An important
point in the size selection of each element is to consider that
in acoustical analysis, the size of the largest element must be
a function of sound velocity and the highest performing fre-
quency. Therefore, the size of the largest element could be
calculated from the following relation:

Maximum element size ≤ c

n · fmax
. (10)

In the above equation, c is the velocity of sound in the acous-
tic domain, fmax is the highest frequency within the analysed
frequency spectrum, and n is a number between 8 and 12.19

Figure 2. Schematic of acoustical calculation environment model (upper) and
piezoceramic ring (lower).

3. VALIDATION

The piezoceramic ring in the simulations has an external di-
ameter equal to 38 mm, an internal diameter of 15 mm, and a
thickness 5 mm. The ring’s material is PZT8. These dimen-
sions were selected by considering the sample ring tested in
the work of Radmanović and Mančić.16

It was assumed that the ring passes a 1-volt simulation elec-
trically. In continuation, the frequency analysis of this ring
was done through different methods, and the results were com-
pared. Also, in order to verify the obtained results from both
methods, these results were compared to the experimental re-
sults presented by Radmanović and Mančić.16 In the matrix
model, the first impedance matrix of the considered ring was
obtained as a function of frequency. Then, by drawing the ma-
trix for different values of frequency, the curve of the ring
impedance was obtained. As mentioned earlier, the effects
of the acoustic environment around the ring were entered into
the model as acoustic impedance. Also, in the finite element
method, after the modelling of the ring and the computational
acoustic domain, the behaviour of the ring in the frequency do-
main was studied. Figure 3 depicts the obtained results from
the matrix model and the finite element model next to each
other.

The curve in Fig. 3 has many maximum and minimum
points. Some of these maximum and minimum points could
be representative of resonance and anti-resonance frequencies.
As expected, a piezoceramic ring being freely vibrated has
several main resonance modes, while other resonance modes
like torsional modes, etc., could also be observed. Consider-
ing that the matrix model could only model motion along the
radius and thickness, only major resonance modes would be
observable by it. The finite element model is also two dimen-
sional and axisymmetric. This means that only major reso-
nance modes would be shown. Also, according to the figure,
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Figure 3. Comparison of the obtained results from the matrix model and the
finite element model.

it is observed that the finite element model shows more reso-
nance modes in a frequency spectrum when compared to the
matrix model. The existence of these additional modes could
be justified by parameters such as meshing.15 Thus, they could
not be called major modes. It is worth mentioning that, in
the above model, the environment surrounding the ring was
completely assumed to be air. This means that all acoustic
impedances were considered as air impedance:

Z1 = Z2 = Z3 = Z4 = ρair × cair = 400 Rayl.

Although the unit of impedance is ohm (Ω), it could be ex-
pressed in decibels (dB) by using the following relation:16

zul = 20 log

(
Zul

50
+ 1

)
. (11)

In order to verify the results, they would have to be com-
pared with experimental results. Consequently, the experimen-
tal results from the above mentioned ring in the work of Rad-
manović and Mančić16 is shown in Fig. 4.

Comparing Figs. 3 and 4 indicates that a suitable fit exists
between the results obtained from modelling and these exper-
imental results. In Fig. 4, four resonance modes are named.
Three of them are labelled with the letter (R), referring to ra-
dius modes, and another one is labelled with the letter (T), re-
lated to thickness mode. The number next to each letter repre-
sents its number; e.g. R2 is related to the second resonance ra-
dius mode.16 Recognizing different types of resonance modes
has high importance in studying frequency response. There-
fore, it should be possible to recognize different modes for a
known geometry. One common method to do this for a piezo-
ceramic ring is to use frequency coefficients and utilize semi-
empirical simple relations. These relations could provide as-
sistance in the recognition of different modes from a curve.
For example, the main thickness mode, the first radius mode,
and the second radius mode (circular) for the mentioned ring

Figure 4. Comparison of obtained results from the matrix model and the ex-
perimental results in the work of Radmanović and Mančić.16

Table 1. Comparison of obtained results for the sample ring by different meth-
ods for modelling with experimental results.

Radius Hoop Thickness
mode mode mode
(kHz) (kHz) (kHz)

Experimental results 46.0 168.0 418.0
Frequency constants method 44.7 173.9 414.0
Frequency constants method

2.80 3.40 0.95
relative error (%)
Matrix model 43.2 179.0 417.3
Matrix model relative error (%) 6.08 1.64 0.16
Finite element method 43.0 178.0 418.2
Finite element method relative

2.19 6.50 0.04
error (%)

could be calculated by using the following relations:20

fthickness =
Nthickness

t
=

2070 Hz m
0.005 m

= 414 kHz;

fradial =
Nradial

D
=

1700 Hz m
0.038 m

= 44.7 kHz;

fhoop =
Nhoop

(D − d)/2
=

2000 Hz m
(0.038 m− 0.015 m)/2

= 173.9 kHz;

In order to compare and validate the results quantitatively,
the results from the semi-empirical matrix model and the finite
element model have been compared to the experimental results
in Table 1.

It could be observed that with these semi-empirical rela-
tions, it is possible to estimate the main modes easily and pre-
cisely. The main advantage of the above calculations is to as-
sist in recognizing different resonance modes. It is noteworthy
that the terms N in the above equations are frequency coeffi-
cients that could be found by referring to the available table
for each standard piezoceramic ring.21 In Table 1, error val-
ues have been found by comparing the results of each model
with the experimental results. Therefore, in light of Table 1, it

Table 2. Different conditions based on considered parameters.

No.
Acoustic Thickness Inner radius Outer radius
domain tc (mm) rci (mm) rco (mm)

1 Air 5 7.5 {15:5:30}
2 Air {5:5:20} 7.5 19
3 Water 5 7.5 19
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Figure 5. Survey of the effect of change in the external radius of the piezoce-
ramic ring via the matrix model.

is safe to express that almost all methods present a good pre-
cision. Also, it is noticed that for the present problem with
a simple geometry, in different modes, results obtained from
the matrix models possess the best precision in comparison to
other methods. It is obvious that where no difficulties would
arise for complex geometries, this method could respond to the
need.

4. STUDY OF GEOMETRY AND ENVIRON-
MENT PARAMETERS EFFECT ON
FREQUENCY RESPONSE

In proceeding and in order to determine effect of geomet-
rical dimensions and acoustic domain of surrounding on dif-
ferent resonance modes of a ring, behaviour of the ring in a
limited frequency range and in several different modes will be
evaluated. Table 2 presents all studied conditions.

It is noteworthy that in row 1, the external radius increases
from 15 mm to 30 mm with iteration of 5 mm each. In the
second row, the thickness also increases from 5 mm to 20 mm,
with 5 mm iterations. As depicted in the table, geometrical
changes of the ring include changing in the external radius and
its thickness. In order to observe the effect of the surrounding
environment in the frequency response of the ring, the results
for a certain geometry in two environments of air and water are
compared to each other. The results obtained for each change
in any of the three parameters, along with their interpretation,
will be presented.

5. RESULTS

Obtaining the effect of different parameters in the frequency
response of piezoceramic elements has high importance in the
optimized and desired design of underwater transducers. In
addition, by using a precise simulation of a ring, it would be

Figure 6. Survey of the effect of change in the external radius of the piezoce-
ramic ring by using the finite element model.

possible to obtain the necessary knowledge in determining the
effect of each parameter in the increase or decrease of the fre-
quency resonance of a piezoceramic ring. In order to survey
the effect of each introduced parameter in Table 2, the results
obtained from the matrix model, as well as the finite element
simulation, were gathered. These results were obtained in re-
sponse to changes in three parameters: radius, thickness, and
the surrounding environment. Through interpreting these re-
sults, it was possible to compare the effect value of different
parameters.

5.1. Condition 1

In this condition, by assuming constant sizes of internal radii
and piezoceramic ring thicknesses, the simulation takes place
for four different sizes of the external radius. The selected fre-
quency range is between 0 and 100 kHz. A diagram of the
simulation results obtained from the matrix model is presented
in Fig. 5, and the results obtained from the finite element model
are presented in Fig. 6.

Figure 5 depicts the input electric impedance as a function
for four rings with different external radii. This curve was
drawn by using the matrix modelling method, and within a
frequency range of 0 to 100 kHz. External radii of 15 mm
to 30 mm were selected. For the external radius of 15 mm,
the first radial resonance frequency mode is approximately
48 kHz. By increasing the external radius and reaching 30 mm,
the resonance frequency decreased to 33 kHz. This means
that with an increase of 100% in the radius, the resonance fre-
quency decreased around 30%. This is where the intensity of
impedance in equal frequencies from the 15 mm radius to the
30 mm radius was decreased around 14 dB. So, it could be
stated that by increasing the external radius, the resonance fre-
quency related to the radial mode decreased. Also, the level of
input electrical impedance for a similar frequency decreased in
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Figure 7. Survey of the effect of change in thickness of the piezoceramic ring
through matrix modelling.

response to an increase in the external radius. Increasing the
external radii translates to a change in the mass and stiffness of
a piezoceramic ring. To study causes of this finding, sufficient
information is needed about stiffness functions and mass, as
well as frequency resonance and electrical impedance. More
details about this point and the expression of needed relations
will be introduced in the results interpretation section.

Figure 6 is similar to Fig. 5, except that it has been drawn by
the finite element model. It is noticeable here that an increase
in the external radius from 15 mm to 30 mm has caused the
resonance frequency to reduce from 51 kHz to about 35 kHz,
meaning that by doubling the external radius, a reduction of
30% in the frequency resonance is noticeable. The reduction in
the electric impedance value for this radius reduction is about
14 dB. The objective of presenting this figure is to compare the
results between the matrix modelling and the FEM modelling.
It is noticeable that the results obtained from both models are
in a very agreeable confirmation.

5.2. Condition 2

In this condition, by assuming fixed values for the internal
and external radii, a simulation for four different sizes of thick-
ness in a frequency range of 0 to 100 kHz takes place. Figure 7
depicts a simulation by the matrix model on the basis of thick-
ness.

In the above figure, the values of the input electrical
impedance for four rings within different thicknesses are
shown on the basis of frequency. This diagram was drawn
through matrix modelling. It is noticeable that—contrary to
the changes in the external radius—along with change in thick-
ness, the frequency resonance related to the radius mode was
not changed. This is where, similar to the condition of increase
in the external radius with an increase in thickness, the level
of the input electrical impedance for a known frequency goes

Figure 8. Survey of the effect of change in the piezoceramic ring thickness
through FEM modelling.

up. Also, along with an increase in thickness, stiffness propor-
tional to thickness decreases intensely. This leads to a reduc-
tion in the thickness frequency resonance. It is worth noting
that the thickness frequency resonance for the designated ring
is high (around 400 kHz), and in light of the selected frequency
range, no thickness mode is observed. Similarly, in Fig. 8, also
by utilizing the FEM, changes in ring thickness and its effect
on the frequency response are shown.

A comparison between Figs. 7 and 8 reveals a good con-
firmation between the two methods of matrix and FEM mod-
elling.

5.3. Condition 3

In this condition, by assuming fixed geometrical sizes, a
simulation for two acoustical environments—water and air—
takes place within a 300 kHz to 500 kHz range. The reason for
selecting this frequency range is to be able to observe thick-
ness modes as well as radial modes. Considering Fig. 1, the
ring is connected to the surrounding domain from four sides.
These four sides are radial sides, internal and external, and flat
surfaces, upper and lower, along (z) direction (thickness direc-
tion). In the first model, the ring is in touch with air from four
sides. The second model is similar to the first one, with the dif-
ference that the upper flat surface (along the positive direction
of (z)) is in contact with the water. Placing the ring in differ-
ent environments causes different acoustic impedances on ring.
The relation of acoustic impedance is as follows:2, 16

Z = ρc. (12)

On the other hand, in the first model, the applied impedance
on the different surfaces are:

Z1 = Z2 = Z3 = Z4 = 1
kg
m3
× 400

m
s

= 400
Pa s
m

.
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Figure 9. Survey of the effect of change in the acoustic environment material
receiving propagation via the matrix model.

In the above equation, z is the acoustic impedance, and indices
1 through 4, according to Fig. 1, are indicative of different di-
rections of the ring. Also, the applied impedance on different
surfaces in the second model will be as follows:

Z1 = Z2 = Z3 = 1
kg
m3
× 400

m
s

= 400
Pa s
m

;

Z4 = 1000
kg
m3
× 1500

m
s

= 1.5× 106
Pa s
m

.

In Figs. 9 and 10, diagrams of electrical impedance of the
ring are shown on the basis of the above two models. Figure 9
was obtained using the matrix model, and Fig. 10 was obtained
by the FEM model.

According to Figs. 9 and 10, the blue line curve represents
the condition in which the ring is in contact with air from four
sides, whereas the red line curve represents the condition in
which the ring is in contact with water from the upper side.
The results are indicative that changes in the acoustic domain
have little effect on the location of resonance frequencies. This
is where changing the domain along its thickness from air to
water has caused the impedance curve to become damped to a
great extent. This means that no maximum or minimum points
are vividly sharp. The difference between the results of the two
models here is greater than in the previous conditions. This is
because in higher frequencies, meshing becomes more impor-
tant and has more effect on results. Perhaps this could mean
that unsuitable meshing causes error in the obtained results.
However, it is evident that the overall behaviour of results ob-
tained from two models are similar to each other.

6. RESULTS AND INTERPRETATIONS

In order to analyse the effects of change in geometrical di-
mensions of a piezoceramic ring on impedance and resonance
frequency, it is necessary to use analytical models. Any os-
cillating body in mechanics could be equated with a system

Figure 10. Survey of the effect of change in the material of acoustic environ-
ment receiving propagation via FEM model.

Figure 11. Systems of mass and spring equivalent to a vibrating piezoceramic
ring.

of damper, mass, and spring. A piezoceramic ring could be
equated with the mechanical system presented in Fig. 11.

Mass resulting from propagation in an acoustical environ-
ment is a function of acoustical domain properties, and the
cross area of a projector as well as the frequency of propagation
would be calculated from Eq. (14). In modelling for each sys-
tem or structure, an equivalent mass has to be assumed. This
mass could be considered as a combination of the mass of the
ring (Mcs) and the added mass due to the propagation of the
wave in the acoustic domain (Mr). It is noteworthy that (Mr) is
usually small. Also for the ring, for every vibration direction,
a mass with certain stiffness could be considered. The relation
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Figure 12. Equivalent electric circuit of a piezoceramic ring having stimulat-
ing voltage at both ends.

governing the mass and springs of Fig. 11 are as follows:10

Mr = ρaccacA

[
2

π
− J0(ka) +

(
16

π
− 5

)
sin(ka)

ka
+

(
12− 36

π

)
1− cos(ka)

(ka)2

]
/(ka); (13)

Me = Mr +
Mcs

3
; (14)

Ke =
AE

l
. (15)

In the above relations, (Ac) is the cross area of circular por-
tion of the ring’s surface, (E) is elasticity modules, and (l) is
ring’s length along the vibration direction (thickness). (ρac) is
the density of the acoustic domain, (cac) is the sound velocity
in the acoustic domain, (a) is the radius of the projector cross
area, (A) is the cross area of the projector, (J1) is the first order
Bessel function, and k = 2πf/cac is the wave number.

It was expressed earlier that, in all drawn impedance dia-
grams for the piezoceramic ring, the vertical axis is the input
electrical impedance. The input electrical impedance for a ring
stimulating voltage at its ends was obtained from Fig. 12 and
based on Eqs. (16)–(22):19

Zul =

[
1

R0
+ jωC0 +

N2

Zmech

]−1

; (16)

R0 = (ωCf tan δ)
−1

; (17)

C0 =

[(
εT
33Ac

tc

)(
1− d233

εT
33s

E
33

)]
; (18)

N =
F

V
=
Kc∆tc
Etc

=
(Ac/tcs

E
33)(Stc)

Etc
=
S

E

Ac

tcsE
33

=
d33Ac

tcsE
33

;

(19)

Zmech =
Ke

jω
+ jωMe +Re; (20)

Re = ρaccacA (1− J1(2ka)) /(ka); (21)

ωn =

√
Ke

Me
. (22)

The unit of the input electrical impedance obtained via
Eq. (16) is ohm. By using Eq. (11), it could be calculated in

Table 3. Introduction of some parameters of piezoelectric materials.

Symbol Definition Unit
Cf Free capacitance C/V
tan δ Dielectric loss 1
εT33 Piezoelectric constant C/mV
tc Piezoceramic ring thickness m
Ac Piezoceramic ring cross area m2

d33 Piezoelectric strain constant C/N
sE
33 Compliance matrix member 1/Pa

dB. In the above equations, (R0) is electrical resistance, (C0)
is capacitance volume, (N ) is transduction coefficient, (Re) is
resistance terms (in the mass and spring system), (V ) is the ap-
plied electric voltage, and (F ) is the generated force.10 Other
used parameters are introduced in Table 3.16

Now, the results obtained from the three conditions are anal-
ysed and interpreted on the basis of the above equations and
functions.

6.1. Condition 1
In Eq. (15), by increasing the ring’s radius, its stiffness in-

creases in the thickness direction. On the other hand, by in-
creasing the radius, its mass would also be greater. Therefore,
in the equation of mechanical impedance, the mass and stiff-
ness terms are increasing. The third term of Eq. (20) also in-
creases in light of enlargement of the cross area. As in this
condition, the acoustical environment is air and the radiation
impedance is very minute, and hence it is possible to neglect
the term resistance in comparison to the term’s stiffness and
mass in the Eq. (20). However, in Eq. (19), increasing the
external radius leads to an increase in the cross area, and N
becomes larger. In Eq. (18), C0 also increases with an increase
in the cross area. Considering power 2 on N , it could be stated
that this term (N ) has a high effect on the final result. Refer-
ring to Eq. (16), it becomes obvious that by increasing N and
C0, electrical impedance lowers. (Effect of increase in and is
dominant over increase in stiffness and mass). On the other
hand, it is obvious that by increasing the radius stiffness and
mass, according to Eq. (22), the frequency resonance in which
minimum impedance exists has also decreased.

It is noteworthy that by referring to the available relations for
the matrix model, it is possible to observe the effect of change
in the external radius or any other geometrical parameters on
the electrical impedance of a piezoceramic ring. Clearly, by in-
creasing the external radius, the radius resonance mode begins
to reduce, such that by a large increase in the external radius,
the next radius modes could also be considered within a lim-
ited frequency range (as shown by the yellow lines of the above
figure).

6.2. Condition 2
First, consider the equation related to mechanical

impedance. By increasing the thickness of the ring, its
stiffness becomes larger. On the other hand, increasing the
thickness causes the stiffness to reduce in the direction of
thickness. That is to say, by having fixed values for the
internal and external radii and by increasing the thickness,
the mass has increased and the stiffness has decreased.
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Therefore, the change in the mechanical impedance depends
on the numerical values of mass and stiffness. By increasing
thickness, N and C0 will also decrease according to Eqs. (18)
and (19). Considering the severe effect of C0 and particularly
N on the electrical impedance, the input electrical impedance
increases (see Eq. (16)). In order to survey the change in
frequency resonance related to the radius mode, one has to pay
attention to the stiffness along the radius. Since the increase
in stiffness along the radius and the increase in mass are both
proportional to the increase in the side surface of the ring,
the ratio related to frequency resonance will remain almost
steady. For this reason, the location of the occurrence of
frequency resonance becomes noticeable. It is obvious that
to calculate the frequency resonance of the thickness mode,
in light of having its value expressed by Eq. (15) as length of
ring thickness, the stiffness has a large reduction along the
thickness, and thus resonance frequency would be reduced in
response to an increase in thickness. All this is despite the
selected frequency range; no thickness mode around would be
observed.

6.3. Condition 3

It is observed that a change in the acoustical environment
has no effect on resonance frequencies. It only caused the
impedance diagram to be damped. Changing the acoustical
environment from air to water with a wave propagated in it
causes the value of being mass generated by effect of acousti-
cal environment Mr to increase. However, the main effect of
this change in the acoustical environment shows itself in the se-
vere increase in the value of radiating impedance Re. The role
of Re in the system is similar to that of a damper. Although, in
the environment of water, compared to air, the value of Mr has
increased some. However, it is possible to neglect the changes
in stiffness and mass. This means that in the system shown in
Fig. 11, the mass and stiffness have remained almost constant,
and the damping term has increased. Therefore, according to
Eq. (22), the resonance frequencies of the system would not
become changed. On the other hand, it is obvious in a mass
and spring system that by an increase in the damping term, the
vibration of system moves toward being damped. This means
that resonance modes in the impedance diagram begin to dis-
appear. It is for this reason that despite frequency resonance
remaining constant, it appears that input electrical impedance
has become damped and resonance frequencies responsive to
the minimum points in the diagram are no longer sharp and are
not vividly noticed.

7. CONCLUSIONS

Modelling of different elements of electroacoustic transduc-
ers is an introduction for the modelling of the transducers. Un-
doubtedly, the most important part, one that has the greatest ef-
fect on response of a transducer, is the piezoceramic ring used
in it. Precise recognition of the effect of geometrical parame-
ters of a ring helps to reach a desired frequency response based
on making necessary changes in its dimensions and sizes. In
most studies conducted in the past, the main emphasis has been

on the analytical models. However, by considering the limita-
tions of these models, it was attempted herein to extend the
modelling to the FEM, as well. In the present paper, attempts
were made to use the matrix method and the FEM simultane-
ously. Differences between them were studied, and the limi-
tations and advantages of each method were analysed. Based
on the presented results herein, the following findings could be
reviewed as the most noticeable points of this study:

• Comparisons between the results obtained from both the
matrix method and the finite element method for mod-
elling a known ring revealed that results are very simi-
lar. Also, considering the available experimental results
for the same ring and comparing both methods to exper-
imental results indicated that both models are capable of
simulating frequency behaviour of a piezoceramic ring.

• By studying the effects of geometric parameters and the
surrounding environment on the frequency response of a
ring, it could be stated that geometric parameters, besides
having effect on electric impedance, also cause notice-
able changes in the resonance frequency of a ring. This
is where the surrounding environment of the ring only
causes changes in the intensity of the electric impedance
of the ring.

• Based on the results from both the simulation methods, by
increasing the external radius of the circular ring, the res-
onance frequency related to the radius mode decreases.
Through quantitative observation, it could be stated that
by doubling the size of the external radius, the reso-
nance frequency decreases around 30%. The reduction
of electric impedance responsive to this reducing radius
is around 14 dB.

• Based on the obtained results, thickness change in piezo-
ceramic ring has no effect on resonance frequency related
to radial mode. Nevertheless, these changes cause the res-
onance frequency of the thickness mode to be changed.
Therefore, the greatest effect of change in the radius is
in the resonance frequency of the radial mode, and the
greatest effect of the changes in thickness is in the res-
onance frequency of the thickness mode. Also, by in-
creasing thickness, the level of electrical impedance for a
certain frequency would be increased.

• Based on the obtained results, changes in the acoustic en-
vironment have little effect on the location of resonance
frequency. This is where change in the surrounding en-
vironment of a ring in the thickness direction from air
to water has caused the shape of the impedance diagram
to become damped considerably. In other words, maxi-
mum and minimum points could no longer be observed
as sharply as they were before. That is to say, some reso-
nance modes begin to disappear.
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This paper presents an experimental evaluation of cutting tool wear based on vibration signals to study the wear
development of the cutting tool insert in order to increase machining performance. To achieve this purpose, tool
life tests according to ISO standard 3685 have been performed in turning operation under dry cutting conditions.
The wear development was studied for thirty cutting tool inserts selected from the same production batch, and used
in strictly identical experimental conditions for a statistical study. The vibration signatures acquired during cutting
processes have been analysed and contrasted using three signal processing techniques: statistical, temporal and
spectral analysis. Results have shown that the dynamic characteristics of tool vibration changed with cutting tool
wear development. Furthermore, this vibration analysis exhibited a strong correlation, during machining, between
the evolution of flank wear land and vibration responses.

1. INTRODUCTION

In the machining process, the quality of the workpiece, like
dimensional accuracy and surface roughness, depends mainly
on the state of the cutting tool. Monitoring of the cutting
tool condition therefore plays a significant role in achieving
consistent quality and controlling the overall cost of manufac-
turing. High performance machining consequently requires a
good evaluation of the cutting tool wear.1 A wide variety of
sensors, modelling, and data analysis techniques have been de-
veloped for this purpose.2–4 In general, the cutting tool wears
on the two contact zones, and the wear phenomenon appears in
several forms, such as flank wear, crater wear, chipping, etc.5

These forms depend essentially on cutting tool characteristics,
workpiece material, cutting conditions, and types of machin-
ing.6 Crater wear occurs on the rake face of the tool (see Fig. 1)
where the chip moves with a frictional force under heavy loads
and high temperatures, leading to wear. Crater wear is usu-
ally avoided or minimized by selecting cutting conditions and a
cutting tool that does not have an affinity for diffusion with the
workpiece material. Flank wear is caused by friction between
the flank face of the cutting tool (see Fig. 1) and the machined
workpiece surface. At the tools flank-workpiece interface, tool
particles adhere to the workpiece surface and are periodically
sheared off. This leads to the loss of cutting edge and affects
the dimensional accuracy and surface finish quality. An estab-
lished industrial standard on tool wear is ISO 3685 (1993).7

Figure 1 shows the typical tool wear profile according to this
standard. In this figure, the wear of the major cutting edges of
the tool can be divided into four regions:

• Region C is the curved part of the cutting edge at the tool
corner, which marks the outer end of the wear land;

• Region B is the remaining straight part of the cutting edge
between Region C (consisting of uniform wear land);

• Region A is the quarter of the worn cutting edge length
farthest away from tool corner;

• Region N extends beyond the area of mutual contact be-
tween the tool workpiece for approximately 1 to 2 mm
along the major cutting edge. The wear in this region is
of the notch type and contributes significantly to surface
roughness.

Under normal machining conditions, flank wear is regarded
as the most preponderant. According to ISO 3685 (1993), mea-
surement of the width of flank wear land (VB) is the most com-
monly used parameter to evaluate cutting tool lifespan.5, 6 If
the profile is uniform, the tool can be used unless the average
value of VB is greater than 0.3 mm. For uneven wear, the max-
imum wear land width (VBmax) should be less than 0.6 mm.

The development of this wear form on the cutting tool is not
a random phenomenon. A typical evolution of flank wear land
(VB) with cutting time for different cutting velocities is shown
in Fig. 2.5 The curve can be divided into three zones during its
lifetime:

• Initial wear zone, where the initial flank wear land is es-
tablished (primary wear zone);

• Steady wear zone, where wear progresses at a uniform
rate (secondary wear zone);

• Accelerated wear zone, where wear occurs at a gradually
increasing rate (tertiary wear zone).

Generally, the evaluation of cutting tool wear can be made
in two ways: direct and indirect methods. The direct meth-
ods involve measuring the state of tool wear by the classi-
cal vision or optical systems such as CCD-based cameras,
equipped optical microscopes, and/or white light interferom-
eters.8, 9 These methods have an advantage of measuring exact
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Figure 1. Progressive tool wear geometry according to ISO standard 3685
(1993).

Figure 2. Evolution of flank wear related to cutting time (Altintas, 2000).

geometric changes due to wearing of the cutting tool. How-
ever, these methods require production to stop for the evalu-
ation of the cutting tool wear, and in most cases it is too late
to limit its effects. The indirect methods are achieved by the
correlation of suitable sensors to cutting tool wear.10 In this
case, the cutting tool wear is not obtained directly, but esti-
mated from the signal of the measurement feature. The fea-
tures are extracted through signal processing techniques for
evaluating its corresponding wear state. Direct and indirect
methods, discussed in the work by Byrne, et al.,11 are based on
tool wear measurement using various tool wear sensors, radio
isotopes as tracers, chemical analysis of tool particles carried
by chips, detection probe microscopes, and weighing of the
tool before and after machining,12 acoustic emissions,13 cut-

Figure 3. Machine tool used, data acquisition system, directions and localiza-
tion of a tri-axial accelerometer mounted on tool holder.

ting forces,14, 15 optical displacement sensors,16 spindle cur-
rent,17 strain measurements,18 tool vibrations,2, 18, 19 etc. But
many of them are difficult to implement in the real-time moni-
toring of a production system. However, sensing accelerometer
signals from the cutting process is one of the most promising
methods. The wide range of techniques available for charac-
terizing the tool wear, either during the machining process or
after, indicates that no technique has gained widespread ac-
ceptance, either in research or in industrial practice. This is
not surprising, since it is clear that each method suffers from
numerous disadvantages. The final decision on what method is
appropriate for a particular application rests with the user.

In this context, a collaboration project between a world
leader in cutting tool insert manufacturing and our laboratory
was carried to develop a reliable and applicable evaluation
based on vibratory analysis to characterize in terms of wear
a new cutting tool insert. In this study, the vibratory signatures
produced during the turning process and acquired by a tri-axial
accelerometer, mounted on the tool holder, were analysed us-
ing three signal processing methods: statistical analysis, time
domain analysis, and spectral analysis. The selected process-
ing methods are simple to operate in an industrial environment,
and do not require protracted computing time. The results is-
sued from vibratory analysis were compared with the off-line
direct control of cutting tool wear and contrasted in a sensitiv-
ity matrix.

2. METHODOLOGY

2.1. Experimental Set-up and Data
Acquisition

2.1.1. Machining Details

In this study, experiments were conducted for the turning
process, and the machining operations have been achieved on
a 2.4 kW power SOMAB model 500 lathe (CNC), as shown in
Fig. 3. The cast iron workpiece material chosen was an AISI
CL 40 gray iron for its good machinability, wear resistance,
and vibration damping capacity. The cutting tool insert was
made by Safety Company of the ISO CNMG 1204 08 with
a MT-CVD inner coating (TiCN/Al2O3/TiN multilayer struc-
ture) and mounted on ISO DCLNL 2525M12 tool holder.

Cutting operations were performed in dry conditions (with-
out applying coolant). All cutting experiments were performed
under the following cutting conditions according to manufac-
turer recommendations and held under the same cutting condi-
tions in order to examine the experimental repeatability: cut-
ting speed Vc = 340 m/min, feed rate f = 0.18 mm/rev, and
depth of cut ap = 1.5 mm.6, 20
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Figure 4. Binocular optical microscope of flank wear insert after machining 1
minutes: (a) 8 minutes (b) and 11 minutes (c) of tool life (4× magnification).

2.1.2. Flank Wear Measurement

Tool life tests according to ISO 3685 (1993) were per-
formed.7 The assessment of flank wear is accomplished by
its direct measurement. From the first use up to the end of
its lifespan, the cutting tool state was controlled over regular
intervals (after each cutting test). Tool wear was measured
carefully using a modern CCD Camera linked to a binocular
optical microscope for the picture acquisition in an integrated
desktop PC with a commercial digital image processing soft-
ware installed (AnalySIS). A high resolution picture (768 pix-
els × 576 pixels) of the flank face at 4× zoom was taken and
imported into AnalySIS software, in order to further measure
VB. Wear measurements were made along the length of the
active cutting edge. Each test was repeated three times, and an
average was calculated to ensure precision and repeatability, as
shown in Fig. 4.

A specific optical technique based on white light interferom-
etry is a modern technique for accurately and precisely mea-
suring the 3D surface of the cutting tools. This technique
uses the vertical scanning interferometer (VSI) performed on a
Wyko NT-2000 optical profiler. To evaluate the degree of tool
wear, the mean of the flank wear width (VB) was measured by
scanning the major flank (scanning size is 0.60 × 0.46 mm2),
as illustrated in Fig. 5 below.

2.1.3. Accelerometer Data Acquisition

In order to study the correlation between tool vibration and
tool wear, it is necessary to first analyse how tool vibration
acts on a machined workpiece. As mentioned by Tobias21 and
after by Thomas, et al.,22 the variation of cutting forces gener-
ated when the tool and workpiece come into contact produce
significant structural deflections. Consequently, the chip thick-
ness varies in proportion to the tool deflection x(t). Assuming
a simple model, the vibration of the tool structure may be de-
scribed by the following dynamic equation:

mẍ(t) + cẋ(t) + kx(t) = f(t); (1)

where m, c, and k are the effective mass, damping, and stiff-
ness, respectively, of the tool structure. The tool deflections
x(t) are obtained by measuring the acceleration amplitudes on
the tool during the machining process, using a B&K tri-axial

Figure 5. 3D interferometer scanning of new insert (a) and worn insert (b).

Figure 6. 3D interferometer scanning of new insert (a) and worn insert (b).

piezoelectric accelerometer (type 4520) with a sensitivity of
1.032 mV/ms−2 according X direction, 1.067 mV/ms−2 ac-
cording Y direction, and 1.045 mV/ms−2 according Z direc-
tion. This accelerometer was fixed on the tool holder, to be in
the fixed part of the machine and near of the cutting area, as
shown in Fig. 3.

All vibratory signatures produced during the dry turning
process were measured in real time, recorded, and analysed
with a B&K Pulse Multi-channel analyser connected directly
to the desktop PC in the three directions: the axial or feed-
ing direction (Z), the tangential (to the rotating workpiece) or
cutting direction (Y), and the radial direction (X), as shown in
Fig. 6. This generates a large number of features, which was
helpful to acquire maximum information about the cutting tool
wear.

Signals issued from the accelerometer were acquired for a
70 seconds (including 60 seconds of cutting time) and sam-
pled at 16,384 Hz. Each signal contained 1,146,600 samples.
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Collected data were stored directly on the PC hard drive. Sig-
nal processing methods were performed from raw data using
our interactive MATLAB interface.

2.2. Signal Processing Analysis
Exploiting vibratory signals acquired during machining al-

lows the estimation of the cutting tool wear and the follow-up
of its evolution by calculating several parameters. Three sig-
nal processing techniques based on statistical analysis (vari-
ance), time domain analysis (envelope), and spectral analysis
(smoothed mean periodogram) are chosen to evaluate a flank
wear from accelerometer data. These techniques are very com-
mon and do not require qualified personnel or investment in ex-
pensive equipment. The sensitivity matrix will compare these
methods.

2.2.1. Statistical Analysis

The variance σ2 of the accelerometer signal recorded xq
such as xq[n] = (xq(1), xq(2), xq(3), , xq(N)), where n is a
sample and N is the number of samples obtained at periodic
time intervals of T seconds, maintains the relevant informa-
tion about the process and tool conditions. It is defined by:

σ2 = E[x2q]− (E[xq])
2. (2)

2.2.2. Time Domain Analysis

The time domain method described below provides a rapid
quantification of the tool wear during the turning process. The
envelope represents the slowly varying features of the signal
and is calculated from the magnitude discrete-time analytic
signal modulus |Zq|, defined by:

Zq = xq + jx̃q; (3)

where a real part xq is the original data, and the imaginary part
x̃q contains the Hilbert transform of the signal implemented in
a MATLAB as function “hilbert()“.

In fact, the analytic signal Zq for a sequence xq has a one-
sided discrete Fourier transform — that is, negative frequen-
cies are zeros. To approximate the analytic signal, Hilbert cal-
culates the Fast Fourier transform (FFT) of the input sequence,
replaces those FFT coefficients that correspond to negative fre-
quencies with zeros, and calculates the inverse FFT of the re-
sult. Recall that the convolution kernel h[n] for the transfer
function of the Hilbert transform can be calculated through the
inverse Fourier transform:23

h =


2

π

sin2(πn)

n
, n 6= 0

0, n = 0

. (4)

The analytic signal is useful as an estimates for the amplitude
envelope A of the signal xq in discrete-time domain. Notably,
it was used to evaluate the tool wear from onset to the ending
of tool life.

2.2.3. Spectral Analysis

The simplest way to determine the frequency domain infor-
mation is by using the Fast Fourier Transform (FFT) of the

Figure 7. Lifespan of thirty cutting tool inserts used in experiments.

measured signal. But more advanced statistical signal process-
ing techniques, such as computing the smoothed mean peri-
odogram so-called power spectral density (PSD) with Welchs
method,23 can yield better results. In spectral domain, the PSD
SX(f) of the signal X(t) is determined by the relation:

where CX(τ)is the correlation function of X(t), and g(τ) is a
Hanning window.

3. RESULTS AND DISCUSSION

3.1. Tool Wear Control
As expected, the experimental results showed that the dom-

inant tool wear was the flank wear (VB). Damage observed on
the rake face, such as width and depth of crater wear, indicates
that the crater wear was not affected by wear mechanisms ex-
cept some frictions due to chip contact during cutting process.
It is relatively weak comparing to flank wear (VB) in accor-
dance with the other studies used in this paper, and therefore
the chosen criterion of tool life is the flank wear.

In accordance with the ISO Standard 3685, an average width
of flank wear land (VB) of 0.3 mm (considered to be regu-
larly worn) is adopted for the tool life criterion, as shown in
Fig. 5(b). For the same insert, if the criterion is not achieved,
the tests continue in order to provide wear data for use in
the wheel wear evaluation procedure, as shown Figs. 4(a) and
(c). Then, experiments were stopped when flank wear (VB)
reached or exceeded the value of flank wear limit. Figure 4(c)
shows the flank wear after the eleventh cutting passes. It can
be seen that the flank wear was quite severe. The list of all ex-
periments in which the flank wear limit is measured is shown
in Table 1.

3.2. Dispersion Analysis
The result obtained shows that although the cutting tool in-

serts belong to the same production batch and are used under
the same experimental conditions, their end of lifetime varies
from 4 to 13 minutes, which shows the complexity of the phe-
nomenon of wear in an industrial context and the manufactur-
ing process dispersion.

In accordance with the results given in Table 1, the lifespan
dispersion of the same thirty cutting tool inserts studied in the
same conditions is shown in Fig. 7.

From the representation shown in Fig. 7, the thirty cutting
tool insert lifespan dispersion could be divided into four prin-
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Table 1. List of all experiments.

Insert Machined work- Machined Time Flank wear
piece diameter length limit limit

No [mm] [mm] [min] [mm]
1 185 105.30 13 0.31
2 182 107.04 13 0.30
3 179 108.83 12 0.32
4 176 110.69 13 0.40
5 173 112.60 13 0.40
6 170 114.59 11 0.40
7 167 116.65 11 0.32
8 164 118.78 11 0.60
9 161 121.00 11 0.30
10 158 123.29 11 0.37
11 155 125.68 12 0.40
12 152 128.16 11 0.41
13 149 130.74 12 0.74
14 146 133.43 11 0.71
15 143 136.23 10 0.57
16 140 139.15 11 0.62
17 137 142.19 11 0.64
18 134 145.38 4 0.40
19 131 148.71 11 0.60
20 128 152.19 11 0.40
21 125 155.84 10 0.40
22 122 159.68 11 0.42
23 119 163.70 10 0.34
24 116 167.94 12 0.52
25 113 172.39 10 0.32
26 110 177.10 11 0.55
27 107 182.06 12 0.41
28 104 187.31 11 0.60
29 101 192.88 11 0.53
30 98 198.78 10 0.40

cipal duration groups: 10, 11, 12 and 13 minutes (an insert
which lasted 4 minutes was considered an anomaly and was
not taken into account in this study).

3.3. Flank Wear Analysis
Flank wear evolution was tracked by plotting a mean of flank

wear width (VB) versus cutting time, as illustrated in Fig. 8,
for each group. It was observed that the flank wear propaga-
tion was almost linearly related to the cutting time and then
increased again quite rapidly, indicating that the severity of
degradation was increased until tool collapse.

In order to provide wear data for use in the wheel wear eval-
uation procedure, the tool life was split into three regions (see
Fig. 8). It can be clearly seen that the wear trend obeys the
universal wear law of any mechanical workpiece (initial wear
zone, steady state wear zone, and accelerated wear zone), ac-
cording to the research referenced in this study (see Fig. 2).

Indeed, the wear-time diagram shows that it is possible to
distinguish the three domains for all groups: initial wear phase
of the insert, from the first experiment up to the 3rd experi-
ment; a wear stabilization zone where the flank wear increase
uniformly, from the 3rd experiment up to the cutting time be-
tween 8th and 10th experiment; and finally a tool wear accel-
eration phase where the wear rate increases rapidly, crossing
the exceeded value of flank wear. Furthermore, all cutting tool
inserts had the same behaviour before reaching the wear ac-
celeration. Each group was characterized by its own local and
specific stabilization/acceleration transition. However, using
the direct control, all these transitions could be localized be-
tween 9 and 10 minutes of cutting time. In the following sec-
tion, the application of signal processing methods is shown,

Figure 8. Flank wear (VB) according to the cutting experiment for each insert
group.

which can be used to precisely determine the flank wear. This
is helpful in industrial applications to predict the end of tool
life and preserve a good quality of the product.

3.4. Signal Analysis
The evaluation of the cutting tool wear development was

conducted by analysing the vibratory signature generated dur-
ing the dry turning process. The estimation of the cutting tool
wear was obtained by calculating three signal processing anal-
yses: variance (Fig. 9), envelope (Fig. 10), and PSD (Fig. 11),
in order to be considered as tool wear indicators in real time
monitoring strategies.

3.4.1. Variance and Tool Wear

In Fig. 9, the Y-direction is difficult to exploit because of
high levels of the recorded signal. In the X- and Z-directions,
the evolution of the variance from the beginning to the end
of machining is very close; all the groups have the same be-
haviour. The transition, or collapse, can be estimated at the
10th minute. From this state, each group has its own evolution
up to the end of the tool life. In fact, as the flank wear in-
creased, the variance increased gradually. Hence, the variance
can be used as a significant parameter for the evaluation of the
cutting tool wear.

3.4.2. Envelope and Tool Wear

As for the variance, the levels recorded in the Y-direction
for the envelope parameter were raised and did not allow us
to establish a correlation with the cutting tool wear. The evo-
lution of the envelope according to the X-direction was most
sensitive to the deterioration of the tool state. The three con-
ventional phases of tool wear (initial wear zone, stabilization
wear zone, and acceleration wear zone) could be distinguished.
It can be seen that the envelope increased gradually as the flank
wear. Consequently, the envelope can be used as a significant
parameter for the evaluation of the cutting tool wear. Finally
for this method, of the three directions, X-direction seems to
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Figure 9. Variance versus experiments for each insert group.

be the most adapted direction to the evaluation of the wear of
the cutting tool.

In addition, for both statistical and temporal analysis, the
level of the group of 13 minutes is definitely different from the
other groups, whereas the tests were strictly identical, and the
measuring chain has been the same during all the tests (same

Figure 10. Envelope versus experiments for each insert group.

sensor, same cable, same analyser, same process, and same
configuration). This shows the complexity of the manufac-
turing process phenomenon. It can be noted that the groups
having longest tool life were also those having the lowest ac-
celeration level.
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Figure 11. PSD vibration spectra vs experiments for each insert group, respectively, according to X-direction.

Figure 12. PSD vibration spectra vs experiments for each insert group, respectively, according to Y-direction.
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Figure 13. PSD vibration spectra vs experiments for each insert group, respectively, according to Z-direction.

3.4.3. PSD and Tool Wear

In order to characterize the evolution of vibratory energy
according to the cutting tool wear, the PSD vibration spectra
(waterfall plot) is respectively represented in Figs. 11, 12 and
13, respectively in X-, Y-, and Z-directions.

In these figures, it was possible to visualize the amplitude
variations and their corresponding frequencies, and the two
frequency bands (one to 4200 Hz and the other to 5100 Hz)
were distinguished quite clearly. A third frequency (2600 Hz)
is slightly visible in X-direction of the 11 minutes group
(Fig. 11). A previous modal analysis of the cutting tool (tap
test) has shown that these three frequencies correspond to the
first three natural frequencies of the cutting tool. These fre-
quencies increased steadily, peaking before falling just before
the tool collapse.

As illustrated in Fig. 12, the Y-direction imposes the high-
est levels when compared to the others directions, which is
in agreement with the research used in this paper, because it
corresponds to the direction of cut where the cutting energy
is highest. The magnitude of vibration is higher in the main
cutting Y-direction than that of the radial X-direction.

The evolution of these PSD according to the X-direction of
acquisition was significant to the deterioration of the tool state.
The three conventional phases of tool life (initial wear zone,
stabilization, and acceleration of wear) can be distinguished.

Finally, it is clear that the amplitude of vibration increases
steadily with increasing flank wear, as it was established for
the variance or envelope analysis.

Table 2. Sensitivity matrix of vibration components.

Vibration components
Criteria X-Direction Y-Direction Z-Direction
Variance 3 1 2
Envelope 3 1 1
Power Spectral Density 3 1 2
Total 9 3 5

3.4.4. Comparative Evaluation of Signal Processing
Methods

For the best performance evaluation of the three adapted sig-
nal processing methods used, a sensitivity criterion to tool wear
was obtained by building a sensitivity index table. Table 2 was
constructed using the following score: 3 = most sensitive; 2 =
moderately sensitive; 1 = least sensitive; and 0 = not sensitive
at all.

All the components of the vibratory signal were sensitive
to flank wear, but the X-Direction component was the most
sensitive, regardless of the cutting conditions, to all the adapted
signal processing used, i.e. the variance, envelope, and power
spectral density.

4. CONCLUSIONS

The present study investigates the use of vibration measure-
ment to perform the evaluation of cutting tool wear during the
dry turning process. To achieve this objective, tool life tests ac-
cording to ISO standard 3685 were conducted. The flank wear
width of the cutting tool insert was measured using a binocular
optical microscope and a 3-D optical profiler after each ma-
chining. Thirty inserts used under the same experimental pro-
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tocol were classified into four groups associated with different
lifespans, which demonstrated the complexity of the wear phe-
nomenon in an industrial context.

Generally, all cutting tool inserts had the same behaviour
according to the tool life law. The level progressively increases
with the time of machining. The cutting tool wear may be split,
then, into three regions as expected.

From accelerometer data acquired during the dry turning
process, three signal processing analyses based on the calcu-
lation of the variance, the envelope, and the smoothed mean
periodogram of the signals were evaluated. This demonstrated
that the variance, the envelope, and the smoothed mean peri-
odogram were relevant parameters for the evaluation of the cut-
ting tool wear from accelerometer data in the X-direction. For
any parameter selected, each group respects a certain order. In-
deed, the groups which last longest are those whose vibratory
level is lowest. In addition, the highest levels were obtained
in the cut direction in agreement with the studies used in this
paper. Finally, a sensitivity criterion was proposed to choose
the most sensitive direction for signal processing analysis from
accelerometer signals.
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A nonlinear torsional vibration model with meshing errors, time varying meshing stiffness, damping coefficients,
and gear backlashes was presented to analyse the nonlinear dynamic behaviour of the planetary gear train system,
which was used to machine the Circular-Arc-Tooth-Trace cylindrical gear. Its dimensionless equations of the sys-
tem were derived, and the solution of the equations was carried out by using the method of numerical integration.
The bifurcation diagrams indicated that the system had abundant bifurcation properties with the dimensionless
speed, and the damping ratios of meshing pairs could influence the vibration amplitudes and bifurcation character-
istic greatly. The phase plane plots and Poincar maps revealed that the motion state of the system would through
the regions such as harmonic response, non-harmonic response, 2T-periodic harmonic response, 4T-periodic har-
monic response, quasi-harmonic response, and chaotic response. The chaotic regions will cause the system failure
and instabilities, so these regions should be avoided.

1. INTRODUCTION

The planetary gear was used in the processing device for ma-
chining the Circular-Arc-Tooth-Trace cylindrical gear (CATT
gear—it is a new type gear) due to its advantages, such as com-
pactness, large torque-to-weight ratio, large transmission ra-
tios, reduced vibrations, and translational property.1 The pro-
cessing device consists of planetary gear sets that have trans-
lational and rotary motions, which can form the ideal tooth
profile of the CATT gear,2 and its vibration influences the cor-
rect manufacturing of the tooth profile. That is the reason why
this paper focuses on the vibration of the planetary gear trans-
mission system. The structures of the processing device of
the CATT gear are shown in Figs. 1 and 2. Similarly, there
have been numerous studies about the vibration of planetary
gears in recent decades. The factors influencing the vibration-
and noise-related dynamic responses of planetary gear systems
have been investigated by many researchers. Velex and Fla-
mand,3 Kahraman and Blankenship,4 and Lin and Parker5 in-
vestigated the time-varying mesh stiffness. Kahraman, Parker,
et al. analysed the natural modes of planetary gears with un-
equally spaced planets and an elastic ring gear.6, 7 Ericson and
Parker8, 9 investigated the effects of torque on the dynamic be-
havior and system parameters of planetary gears by experi-
mental measurement and finite element analysis, and the study
provided good methods for the CATT gear research. The trans-
mission errors, the spacing, and backlash-related nonlinear dy-
namics were the main focus in much published research.10–12

Xihui, Liang, et al.13 investigated the vibration properties of a
planetary gear set and evaluated the mesh stiffness effectively.
Li, Wu, and Zhang14 formulated a nonlinear time-varying dy-

namic model for a multi-stage planetary gear train. However,
these published studies investigated the vibration based on the
conventional planetary gears. Fewer studies are available about
the investigations on the translational planetary gear train.

Although many models in previous research are different
from this planetary gear set, some studies can provide many
available methods, as in some of the work referenced in this
paper. A. Kahraman used a family of torsional dynamic mod-
els of compound gear sets to predict the free vibration charac-
teristics under different kinematic configurations resulting in
different speed ratios, but he investigated the planetary gear
sets without nonlinear models.15 Robert G. Parker examined
the effectiveness of planet phasing to suppress planetary gear
vibration in certain harmonics of the mesh frequency based
on the physical forces acting at the sun-planet and ring-planet
meshes.16 This research proposed a method to suppress the
vibration of the planetary gears. J. Lin and R. G. Parker also
investigated the natural frequency and vibration mode sensitiv-
ities to system parameters for both tuned and mistuned plane-
tary gears.17, 18 V. K. Ambarisha, et al. investigated the com-
plex, nonlinear dynamic behaviour of spur planetary gears us-
ing two models: a lumped-parameter model and a finite ele-
ment model.19 In this paper, mesh phasing rules to suppress
rotational and translational vibrations in planetary gears were
valid even when nonlinearity formed tooth contact loss occurs.
Sun Zhimin, et al. used a clearance-type nonlinear dynamic
model of a 2K-H planetary gear train to analyse the nonlinear
dynamic behaviour of the gear train excited by a static trans-
mission error in addition to a mean torque.20 His research re-
sults indicate that the backlash induces complicated nonlinear
dynamic behaviour in the 2K-H planetary gear train. Simi-
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Figure 1. 3D model of the CATT gear processing device.

larly, Li Tongjie, et al. established a nonlinear torsional vibra-
tion model of a planetary gear train with errors of transmission,
time varying stiffness, and gear backlashes. His study results
revealed that the systems motion state would change into chaos
in the way of crisis as speed increased, and a smaller damp-
ing coefficient would make the systems periodic motion state
change into a complex state.21

This study proposes a planetary gears device whose plane-
tary gear centre could move with translational motion. Then, a
nonlinear torsional vibration model of the planetary gear train
is established. This model includes the transmission, time
varying meshing stiffness, and gear backlashes. By using the
method of numerical integration, the frequency content and ge-
ometry of the dynamic response of spur planetary gears in the
rotating and stationary reference frames are investigated. This
paper tries to improve the stability of the planetary gear train
processing device by examining the vibration characteristics of
the model.

2. MODELLING METHODOLOGY

The planetary gear train processing device consists of a sun
gear (s), N inside planetary gears (q), N outside planetary gears
(p), and a carrier (c) without a ring gear. Figures 1 and 2 are the
3D models of the CATT gear processing device with four gear
sets, and these gear sets have to be evenly distributed around
the sun gear. All gears are spur gears, and the motion of the sun
gear is constrained. Each element has one rotational degree-of-
freedom without considering translations.

The planetary gear dynamic model used is based on the one
developed by Lin and Parker.5, 18 But the structure and the mo-
tions of the model are different from those in previous research.
According to the motion properties of the planetary gear de-
vice, the vibration system can be a simplified spring-damping
vibration system with meshing errors and gear backlashes. The
torsional vibration model is shown in Fig. 3.

Figure 2. The CATT gear and its planetary gear train processing device.

Figure 3. Torsional vibration model of planetary gears.

The model is normally selected with three or four gear sets
for vibration analysis. Rotational motions of the carrier, inside
planets, and outside planets are denoted by θh, h = c, q, p,
and 1...N , where N indicates the number of planets. The
gear bodies are assumed to be rigid with moments of inertia
Jc, Jqi, Jpi(i = 1, 2, ..., N). Not only the sun and inside planet
tooth meshes, but also the inside planet and the outside planet
tooth meshes, are modelled as linear springs with time-varying
stiffness Ksqi(t),Kpiqi(t)(i = 1, 2, ..., N). Simultaneously,
the non-linear factors such as the damping Csqi, Cpiqi, clear-
ance bsqi, bpiqi , and meshing error esqi(t), epiqi(t) are consid-
ered in the determination of instability boundaries. By using
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the Lagrange equation, the systems equations of motion are

Jqiθ̈qi − (Dsqi + Psqi −Dpiqi − Ppiqi) rbqi = 0

Jpiθ̈pi + TL1 = (Ppiqi +Dpiqi) rbpi(
Jc +

N∑
i=1

(mpirc2 +mqirc1)

)
θ̈c + TL2

+
N∑
i=1

(Dsqi + Psqi) rbs cosα = TD

; (1)

where rbs, rbqi, rbpi(i = 1, 2, , N) are the base circle radii
of the sun, inside planets and outside planets, respectively.
The parameters rc1 and rc2 are the radii of the circle passing
through the planets centres for the carrier. ms,mqi,mpi,mc

are the masses of the sun gear, inside planet, outside planet,
and carrier. Td, TL1, TL2 are external torques. Psqi, Ppiqi(i =
1, 2, ..., N) are the elastic meshing forces, andDsqi, Dpiqi(i =
1, 2, ..., N) are the viscous meshing forces.16 They can be ex-
pressed as{

Psqi = Ksqi(t)f (θcrc1 − θqirbqi − esqi(t), bsqi)
Ppiqi = Kpiqi(t)f (θqirbqi − θpirbpi − epiqi(t), bpiqi)

;

(2) Dsqi = Csqi

(
θ̇crc1 − θ̇qirbqi − ėsqi(t)

)
Dpiqi = Cpiqi

(
θ̇qirbqi − θ̇pirbpi − ėpiqi(t)

) ; (3)

where f(x, b) is the nonlinear function of clearance, and it can
be represented by22

f (x, b) =


x− b, (x > b)
0, (−b ≤ x ≤ b)
x+ b, (x < −b)

. (4)

For spur gears, rectangular waves are often used to approxi-
mate mesh stiffness alternating between n and n + 1 pairs of
teeth in comtact.5 Each mesh stiffness is represented by{

Ksqi(t) = Kmsqi +Kasqi sin(ωt+ ϕsqi)
Kpiqi(t) = Kmpiqi +Kapiqi sin(ωt+ ϕpiqi)

; (5)

where Kmsqi,Kmpiqi(i = 1, 2, ..., N) are mean values, and
Kasqi,Kapiqi(i = 1, 2, ..., N) are time-varying components
of ith the sun to inside planet, and inside planet to outside
planet meshes. ω is the mesh frequency of the sun-planet, and
ϕsqi, ϕpiqi(i = 1, 2, ..., N) are the phases.
Csqi, Cpiqi are the damping coefficients, and they can be

expressed as20{
Csqi = 2ξ1

√
Kmsqi/(1/Ms + 1/Mqi)

Cpiqi = 2ξ2
√
Kmpiqi/(1/Mpi + 1/Mqi)

; (6)

where ξ1, ξ2 are the damping ratios of meshing pairs for the
sun to inside planet, and the inside planet to outside planet.
Mc,Mqi,Mpi,Ms are the equivalent masses of the sun, plan-
ets, and carrier. Their expressions will be written in the follow-
ing part of the paper. esqi(t), epiqi(t) are the gear backlashes,
and can be represented by20{

esqi(t) = Esqi sin(ωt+ φsqi)
epiqi(t) = Epiqi sin(ωt+ φpiqi)

; (7)

where Espi, Epiqi are the synthetical meshing errors, and
φspi, φpiqi are the phase angles.

In order to eliminate the displacement of the rigid body, the
generalized coordinates are introduced as

{
Xsqi = xc − xqi − esqi(t)
Xpiqi = xqi − xpi − epiqi(t)

. (8)

Eq. (8) can also be expressed as

{
Xsqi = θcrc1 − θqirbqi − esqi (t)
Xpiqi = θqirbqi − θpirbpi − epiqi (t)

. (9)

Substituting Eqs. (2), (3), and (9) into Eq. (1), we obtain the
following:



Ẍsqi = rc1
Mcrbc2

(
TD − TL2

−
(
N∑
i=1

Ksqi(t)f(Xsqi, bsqi)

+
N∑
i=1

CsqiẊsqi

)
rbs cosα

)
− 1

Mqi

(
CsqiẊsqi +Ksqi(t)

· f(Xsqi, bsqi) − CpiqiẊpiqi

−Kpiqi(t)f(Xpiqi, bpiqi)
)
− ësqi(t)

Ẍpiqi = 1
Mqi

(
CsqiẊsqi +Ksqi(t)f(Xsqi, bsqi)

−CpiqiẊpiqi −Kpiqi(t)f(Xpiqi, bpiqi)
)

− 1
Mpirbpi

((
Kpiqi(t)f(Xpiqi, bpiqi)

+CpiqiẊpiqi

)
rbpi − TL1

)
− ëpiqi(t)

; (10)

where Mc,Mqi,Mpi,Ms can be expressed as

Mc = (Jc +

N∑
i=1

(mpirc2 +mqirc1))
/
r2bc ;

Mqi = Jqi/r
2
bqi;

Mpi = Jpi/r
2
bpi; Ms = Js/r

2
bs. (11)

In order to simplify the solutions of the equations and the
analysis of the results, we use dimensionless variables, intro-
ducing the parameters

ωn =
√
Kmsqi(1/Ms + 1/Mc); X̄ = X/bc;

˙̄X = Ẋ
/
ωnbc;

¨̄X = Ẍ
/
ωn

2bc;

b̄ = b/bc; ¨̄e = ë
/
ωn

2bc;

Ω = ω/ωn; τ = ωnt; (12)

where τ is dimensionless time and bc is the nominal size of
displacement.
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Substituting Eq. (12) into Eq. (11), we obtain the following:

¨̄Xsqi = rc1
Mcrbc2ωn

2bc
(TD − TL2)

− rc1rbs cosα
Mcrbc2ωn

2

N∑
i=1

Ksqi(τ)f(X̄sqi, b̄sqi)

− rc1rbs cosα
Mcrbc2ωn

N∑
i=1

Csqi
˙̄Xsqi

− 1
Mqiωn

Csqi
˙̄Xsqi

− 1
Mqiωn

2Ksqi(τ)f(X̄sqi, b̄sqi)

+ 1
Mqiωn

Cpiqi
˙̄Xpiqi + 1

Mqiωn
2

·Kpiqi(τ)f(X̄piqi, b̄piqi) − ¨̄esqi(τ)

¨̄Xpiqi = 1
Mqiωn

Csqi
˙̄Xsqi + 1

Mqiωn
2Ksqi(τ)

· f(X̄sqi, b̄sqi) − 1
Mqiωn

Cpiqi
˙̄Xpiqi

− 1
Mqiωn

2Kpiqi(τ)f(X̄piqi, b̄piqi)

− 1
Mpiωn

2Kpiqi(τ)f(X̄piqi, b̄piqi)

− 1
Mpiωn

Cpiqi
˙̄Xpiqi + TL1

Mpirbpiωn
2bc

− ¨̄epiqi(τ)

; (13)

where Ksqi(τ),Kpiqi(τ), ēsqi(τ), ēpiqi(τ) can be represented
by{

Ksqi(τ) = Kmsqi +Kasqi sin(Ωτ + ϕsqi)
Kpiqi(τ) = Kmpiqi +Kapiqi sin(Ωτ + ϕpiqi)

; (14)

{
ēsqi(τ) =

Esqi

bc
sin(Ωτ + φsqi)

ēpiqi(τ) =
Epiqi

bc
sin(Ωτ + φpiqi)

. (15)

3. THE STEADY-STATE RESPONSE OF THE
SYSTEM

In order to investigate the vibration characteristics of the
planetary gear processing device, this paper uses a set of ba-
sic parameters: m = 3.0 mm, α = 20◦, Esqi = Epiqi =
10 µm, ϕsqi = ϕpiqi = 0, φsqi = φpiqi = 0, zs = 40,
zqi = 30, zpi = 40, N = 3, bc = 10 µm, B = 15 mm,
bsqi = bpiqi = 50 µm, Kmsqi = 0.8256 GN/m, Kmpiqi =
1.06 GN/m, Kasqi = Kapiqi = 0.2 GN/m, TD = 1100 Nm,
TL1 = 100 Nm, and TL2 = 1000 Nm.

This paper uses a numerical integration algorithm to solve
the nonlinear Eq. (13) with the four order Runge-Kutta
method, and investigates the steady-state responses of the plan-
etary gear system. The bifurcation diagram of the system with
the non-dimensional speed is shown in Fig. 4.

Figure 4 shows that the system is stable excepting the critical
speed Ω = 0.75 to 2.3, and the region is also called the chaotic
region. Simultaneously, when the non-dimensional speed is at
Ω = 0.75 to 2.3, the non-dimensional displacement X̄spi has
a magnitude of nearly 2 to 4.

Figure 5 shows that the bifurcation diagram of the vibra-
tion system changes with the dimensionless speed Ω when the
damping ratios are at ξ1 = ξ2 = 0.1. The bifurcation diagram
is different from the diagram in Fig. 4. The amplitude range of
the non-dimensional displacement shows a sharp decline com-
pared to the system in Fig. 5. In addition, the vibration system
only passes through a short chaotic region with the speed Ω
form 1 to 2, and the displacement amplitudes in Fig. 4 change

Figure 4. Bifurcation diagram of the system with non-dimensional planetary
speed Ω (ξ1 = ξ2 = 0.05).

Figure 5. Bifurcation diagram of the system with non-dimensional planetary
speed Ω (ξ1 = ξ2 = 0.1).

more than those in Fig. 5. Simultaneously, the vibration state
is in the stage of aperiodic motion. So, this paper pays more
attention to the vibration with ξ1 = ξ2 = 0.05.

Figure 6 shows that the vibration of the system is a harmonic
response by the excitation for Ω = 0.2. The time histories are
sinusoidal waves, and the phase plot shows an ellipse. Whats
more, the Poincar map is a single scatter, and the Fourier spec-
tra shows that the frequency occurs at Ω. The results indicates
that the system is stable.

Figure 7 shows that the vibration of the system is a non-
harmonic response by the excitation for Ω = 0.4. The time
histories are nearly single periodic motions, which consist of
different sinusoidal waves, but the phase plot does not show
an ellipse. The Poincar map has many scatters that are close
to each other. The Fourier spectra shows that the frequency
occurs at kΩ (k is a positive integer). The results indicate that
the system response is a super-harmonic response.

Figure 8 indicates that the vibration of the system is a 2T-
periodic harmonic response by the excitation for Ω = 0.56.
The time histories are nearly two periodic motions, which con-
sist of sinusoidal waves, and the phase plot shows two ellipses.
The Poincar map has two scatters that are not close to each
other. The Fourier spectra shows that the frequency occurs at .
The results indicate that the system response is stable.

Figure 9 shows that the system creates a 4T-periodic har-
monic response by the excitation for Ω = 0.72. The time his-
tories are nearly four periodic motions which consist of sinu-
soidal waves, and the phase plot shows four quasi ellipses. The
Poincar map has four scatters that are not close to each other.
The Fourier spectra shows that the frequency occurs at Ω. The
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Figure 6. Harmonic response (Ω = 0.2). (a) Time histories; (b) Poincaré
map; (c) Phase plant plot; (d) Fourier spectrum.

results indicate that the system response is still stable.

Figure 10 shows that the vibration of the system is a quasi-
periodic response by the excitation for Ω = 0.74. The time
histories are quasi-periodic motions which consist of different
kinds of sinusoidal waves, and the phase plot consists of many
analogical ellipses. The Poincar map has many scatters, which
form the instability attractor. The results indicate that the sys-
tem response is in a critical state, and the results reveal that the
device is easy to work in the next state.

Figure 11 shows that the system creates the chaotic responce
by the excitation for Ω = 1.5. The time histories are not pe-
riodic motions which consist of different kinds of waves, and
the phase plot consists of many different ellipses or spiral lines.
The Poincar map has many scatters, which form the instabil-
ity attractor and irregular shape. The results indicate that the
system response is not stable, and the device is easily dam-

Figure 7. Non-harmonic response (Ω = 0.4). (a) Time histories; (b) Poincaré
map; (c) Phase plant plot; (d) Fourier spectrum.

aged. That is to say, the planetary gear processing device will
be damaged in the form of fatigue.

Figure 12 shows that the vibration of the system returns to
the harmonic response by the excitation for Ω = 3. The time
histories are still periodic motions which consist of sinusoidal
waves, and the phase plot consists of only one ellipse. The
Poincar map has many scatters, which are close to each other.
The results illstrate that the system response is stable, and the
planetary gear processing device will vibrate in the form of
harmonic motion.

4. CONCLUSIONS

This paper analyszed the planetary gear processing device
and established the nonlinear dynamic model. This vibration
model considered errors of transmission, time varying meshing
stiffness, and gear backlashes. Then, the solution of the dimen-
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Figure 8. The 2T-periodic harmonic response (Ω = 0.56). (a) Time histories;
(b) Poincaré map; (c) Phase plant plot; (d) Fourier spectrum.

sionless equations of the system was carried out by using the
method of numerical integration. By comparison to Poincar
maps and bifurcation diagrams, the vibration properties of the
planetary gear system were investigated, and the following re-
sults were found:

1. The planetary gear train system with translational motion
has abundant bifurcation characteristics because of the
complex inflluences of many nonlinear factors. The re-
sults reveal that the motion state of the system will change
into chaos in the way of crisis as the dimensionless speed
increases.

2. The system will be in the chaotic state when the di-
mensionless speed is increased to a certain value range.
Therefore, the system should avoid these critical regions
for reducing fatigue-failure of the processing device.

Figure 9. The 4T-periodic harmonic response (Ω = 0.72). (a) Time histories;
(b) Poincaré map; (c) Phase plant plot; (d) Fourier spectrum.

3. The time histories, phase plane plots, Poincar maps, and
Fourier spectras prove the planetary gear train system has
a harmonic response, a 2T-period harmonic response, a
4T-period harmonic response, a quasi-harmonic response,
and a chaotic response, but the chaotic state is not stable
and should be avoided.

4. The damping ratio can influence the vibration amplitudes
greatly, and it should be increased when the processing
device is designed. Also, the damping ratio can easily
influence the bifurcation characteristics.
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Figure 10. The quasi periodic response (Ω = 0.74). (a) Time histories; (b)
Poincaré map; (c) Phase plant plot; (d) Fourier spectrum.
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The transmission of vibration from the vibrating interface to various organs of the human body may influence their
functioning during the vibration exposure. Therefore, an experimental study on a vibration simulator has been
performed to find the effects of vibration on reading performance, and also to establish the relationship between
seat-to-head transmissibility (STHT) with reading difficulty and reduction in reading performance. Twelve seated
male subjects were exposed to sinusoidal vibration with three magnitudes (0.5, 1.0 & 1.5 m/s2 rms) at seven
different frequencies (4, 5, 6.3, 10, 16, 20, and 25 Hz) in three independent directions (vertical, fore-and-aft, and
lateral). The results show that three output measures - STHT, reduction in reading performance, and perceived
difficulty in reading - are significantly affected by the frequency of vibration in each direction. All three measures
have shown the peak at 4 or 5 Hz in three independent directions of vibration. Another peak at 25 Hz has also been
observed for reduction in performance and perceived reading difficulty in vertical direction vibration. The results
also show decrease in resonance frequency of the transmissibility with an increase in vibration magnitude, which
represents nonlinear behaviour in biodynamic response by the human body.

1. INTRODUCTION

There are diverse effects of whole body vibration (WBV)
exposure on the human body, such as discomfort, performance
difficulty in various sedentary activities, and health effects.
The biodynamic response of the human body to WBV may
be used for the quantification of the diverse effects of vibration
exposure.10 Biodynamic responses are measured in terms of
two functions: the ’to the body’ function, and the ’through the
body’ function. The ’through the body’ function describes the
transmission of vibration from the input point to the various
segments of the human body during the WBV exposure. The
STHT measurement has been found to be appropriate for de-
scribing seated body responses to higher frequency vibration.27

The STHT measurement may be considered for the quantifi-
cation of the activity discomfort in the WBV environment. The
transmissibility is measured as the ratio of output acceleration
to the input acceleration.10

STHTTSTH(f) =
ahead(f)

aseat(f)
; (1)

where ahead(f) is acceleration at the head, and aseat(f) accel-
eration at the seat.

A large number of experimental studies6, 7, 11, 17, 18, 21, 22, 25

have focused on the transmissibility of vibration to various
parts of the human body, such as seat-to-head, pelvis, lum-
ber/cervical, etc., with a broad range of experimental condi-
tions. Griffin and Whitham have observed the significant effect
of individual variability on transmissibility of WBV through

the seated subjects.6 Many previous studies17, 19, 27 have shown
the relationship between STHT and Apparent Mass (APMS)
of the seated subjects exposed to WBV with various experi-
mental conditions, e.g. vibration magnitude, frequency range,
vibration type, subject’s anthropometric data, etc. The mea-
sured data in these studies have revealed nonlinearities in both
APMS and STHT responses, and also shows stronger effects
of hand position, backrest conditions, etc. In the field stud-
ies of Bhiwapurkar, et al.1 and studies of Indian and Swedish
trains by Khan and Sundström,12 reading activity has been
found to be the most preferable of all sedentary activities- i.e.
writing, sketching, eating, etc.- to the passengers while travel-
ling. Also, most passengers reported reading discomfort due
to the train vibrations in response to a questionnaire used in
these studies. Bhiwapurkar, et al.,3, 4 conducted the labora-
tory experiment on reading of a word chain in English, a Hindi
newspaper, and an English e-paper under vibration exposure
by measuring subjective and objective responses. The results
revealed a strong influence of the WBV on the performance re-
duction in reading performance and increase in perceived diffi-
culty. Experiments on reading and writing activity3, 4, 8, 12 show
the strong influence of vibration amplitude and vibration fre-
quency on the performance of these activities. The studies also
show that a moderate level of discomfort has been found at low
magnitudes of WBV. These results depend upon various con-
ditions, such as sitting posture, direction of vibration, type of
task to be performed, etc. Wollstrom observed a decrease in
the reading performance in fore-and-aft (x-axis) vibrations be-
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tween 5.6 and 11 Hz frequencies; however, the effect was only
present when a seat with a backrest was used.29 So backrests
may be a critical part for vibration transmitted to the head, and
may be the cause of the problem.

Most of the human body sensors, e.g. the eyes, tongue, etc.,
are located in the head and play a crucial role in the reading
tasks performed by the seated subjects. The functioning of
these organs of human body during the task performance is
also affected by the WBV exposure.10 In the present exper-
imental study, an attempt has been made to establish the re-
lationship between STHT and perceived difficulty and decre-
ment in reading performance for the seated subjects in the vi-
bration environment. It was hypothesized that the transmission
of vibration to the head would affect reading difficulty, and this
would also be reflected in the reading performance.

2. METHODOLOGY

2.1. Experimental Setup

This experimental study has been conducted on the vibra-
tion simulator available in the vehicle dynamics laboratory,
MIED, IIT Roorkee, India. This vibration simulator was de-
veloped as a mock-up of a train compartment, and was used
in many previous studies.1–4, 7, 13 The vibration simulator con-
sists of a platform of the size 2 × 2 m, made of stainless
steel sheets, and can be excited with the help of three electro-
dynamic vibration shakers in three directions: vertical (z-axis),
lateral (y-axis) and fore-and-aft (x-axis). The sinusoidal vi-
bration can be generated by each vibration shaker having a
capacity of 1000 N force and maximum stroke length (peak-
peak) of 25 mm. These shakers are computerized and con-
trolled with the help of three amplifiers and three controllers.
An accelerometer is attached to the shaker to provide contin-
uous motion feedback to each individual controller via a sig-
nal conditioning unit. A table and two rigid chairs have been
fixed rigidly on the platform of the vibration simulator (shown
in Fig. 1). The height of the seat surface from the floor is
45 cm. None of the accessories attached to the platform had
shown any resonance within the frequency range under study,
in any of three directions. The platform vibrations were mea-
sured for the monitoring of the vibration signals by using a
tri-axial accelerometer (PCB PEZIOTRONICS-356A32), and
the signals were conveyed to the LabVIEW software via a data
acquisition device (NI cDAQ-9174). The air conditioned envi-
ronment at 26 ◦C temperature was maintained in the simulator
lab with working illumination well above 250 Lux. The illu-
mination from all the direct and indirect light sources was well
distributed. The two test subjects were seated on the chairs at a
specific time and were excited with the same frequency as the
platform. The frequency of the vibrations produced on-board
railway vehicles ranges from 1 to 25 Hz, which is also a critical
range for human beings.10, 20

2.2. Subjects and Methods

A total of twelve healthy male subjects were involved in the
present experimental study. The details of the anthropometric

Figure 2. Erect upright posture maintained during the (a) reading task, and (b)
measurement of STHT.

data of the subjects are given in the Table 1. All the partic-
ipants were students (either undergraduates, graduates, or re-
search scholars) of the institute, had normal eyesight (normal
visual acuity 6/6 vision), and were fluent in reading the En-
glish language. All the subjects participated voluntarily, and
before participation, all the subjects were required to sign the
written consent letter. Approval for conducting the experiment
on the subjects was obtained from the Institute Human Eth-
ical Committee of IIT Roorkee. A screening questionnaire
was filled by the participating subjects related to their personal
backgrounds, levels of education, fitness, and musculoskeletal
disorders.14 All the subjects were free from any musculoskele-
tal disorders and were found to be suitable for the experimental
task.

The sinusoidal vibration in each independent axis was gen-
erated at frequencies 4, 5, 6.3, 10, 16, 20, and 25 Hz with the
help of computerized controllers at three levels of vibration
magnitude: 0.5, 1 and 1.5 m/s2 rms (un-weighted). A total
of 63 vibration conditions (7 vibration frequencies, 3 vibration
magnitudes in 3 mono axes) were given to the vibrating plat-
form, and three responses to STHT - perceived difficulty in
reading and reading performance - were measured. For one vi-
bration condition, a one-minute break was provided to the sub-
ject to reduce fatigue. The whole experiment was completed
in two different sessions of 2 hours each.

Both the subjects maintained an erect upright posture
throughout the experiment for the reading task, and had the
reading material in their hands, as shown in Fig. 2. The normal
viewing distance of 40±2 cm between the subjects’ eyes and
the reading material was maintained by each subject through-
out the experimentation.15, 16

The experimental task performed by the subjects involved
reading a printed paragraph in English on A4 size paper at
a normal speed. The paragraphs of 300 words were selected
from leading English newspapers. Most of the leading news-
papers use Nimrod MT font type and 7.5- to 10-point font sizes
for the news content. For the present study, Nimrod MT font
type and 8 font sizes had been selected for the reading task.
To avoid learning the effect, different articles were used for
the reading task for each vibration exposure. The test subjects
were asked to sit in the prescribed posture.

The reading performance was assessed on the basis of the
time taken to complete the reading task at various vibration
conditions. A digital stopwatch was used to count the time
taken for task completion. The perceived difficulty in the read-
ing task was assessed with the help of Borg’s CR-10 scale,
which consists of nine labelled and eight unlabelled points (de-
picted in Table 2). The value ranges from a minimum of ’0’ to
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Table 1. Anthropometric data of 12 volunteer male subjects who participated in the study

Age Height Seated Weight Seated Arm Lower leg
(Years) (cm) Height (Kg) weight length length

(cm) (Kg) (cm) (cm)
Mean 26.5 172.1 133.5 70.9 53.6 58.9 50.8

Standard
2.4 5.7 1.9 4.0 2.5 1.7 1.1

deviation

Figure 1. Schematic diagram of computerized controlled vibration simulator.

Table 2. Borg’s CR-10 scale.

0 Nothing at all
0.3
0.5 Extremely weak
0.7
1 Very weak

1.5
2 Weak

2.5
3 Moderate
4
5 Strong
6
7 Very strong
8
9
10
• Absolute maximum

a maximum of ’10’ for this scale. The point after 10 can also
be selected by the subjects depending upon their choice.5

For the measurement of acceleration at the seat and Ischial-
tuberosite interface, a seat-pad accelerometer was placed on
the seat. The acceleration of the head was measured with the
help of a bite bar on which an accelerometer was mounted.
The bite bar consisted of a light-weight, alloy steel strip, ap-
proximately 21 cm long, which was screwed on to a U-shaped
bite plate made of Perspex material, as illustrated in Fig. 3.
The weight of the accelerometer was balanced by mounting
the dummy accelerometer. The sterilized bite bar was gripped
by the subjects in their teeth during the measurement of the

Figure 3. Sterilize bite-bar.

STHT responses. The signals from the accelerometers were
acquired with the help of a nine-channel data acquisition sys-
tem (NI cDAQ-9174) and further processed with the help of
LabVIEW software.

The effects of various factors, such as vibration magnitude,
frequency, and direction, were analysed by the general linear
model (GLM) for repeat measurements. A factorial analysis
of variance (ANOVA) was performed using a statistical pack-
age for social sciences (SPSS Inc., Chicago, USA, version 16).
The results at the level of p<0.05 and p<0.01 were considered
’Significant’ and ’highly significant’, respectively. To analyse
all the gathered responses, these were manually fed to the sta-
tistical software SPSS 16.
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(a)

(b)

Figure 4. (a) Mean STHT and (b) phase (degree) of 12 subjects measured at
0.5, 1.0, 1.5 m/s2 rms in vertical direction.

Figure 5. Mean STHT of 12 subjects measure at 0.5, 1.0, 1.5 m/s2 rms in
lateral direction.

3. RESULTS

3.1. Effect of Vibration on STHT
The mean STHT and phase responses were shown for all the

three vibration magnitudes in vertical, lateral, and fore-and-
aft directions, and are depicted in Figs. 4–6. Only the values
of the phase for the vertical direction are shown in Fig. 4(b).
The peak was observed around 4–5 Hz for the mean STHT
responses for vibration in all the three directions, as shown in
Figs. 4–6.

The STHT was found to decrease after 5 Hz frequency in
the vertical direction of vibration for all vibration magnitudes.
Statistically, highly significant differences have been observed
between STHT responses at 4–5 Hz and other frequencies of
vibration (p<0.01). The STHT responses at 4 and 5 Hz fre-

Figure 6. Mean STHT of 12 subjects measure at 0.5, 1.0, 1.5 m/s2 rms in
fore-and-aft direction.

Figure 7. Comparisons of mean STHT responses for 1.0 m/s2 rms in vertical,
fore-and-aft, and lateral vibration.

quency are not found to be significantly different (p>0.05).
The overall effect of the frequency of vibration is highly sig-
nificant (p<0.01), as specified in Table 3.

No significant differences were observed in STHT responses
for lateral and fore-and-aft vibrations. At a vibration mag-
nitude of 0.5 m/s2 rms, the peak in STHT was observed at
5 Hz frequency for all the considered directions. At vibra-
tion magnitudes 1.0 and 1.5 m/s2 rms, the peak was observed
around 4 Hz for the vertical and lateral directions. There is
a decrease in resonance frequency with an increase in vibra-
tion magnitude, which is also evident in many previous stud-
ies.7, 17, 19 This shows the nonlinear softening characteristics of
three human body under the exposure of vibration.

The results also revealed that STHT for vertical vibration
was significantly higher than that in lateral and fore-and-aft
vibration at 1 m/s2 rms vibration magnitude up to the 1ower
frequency range, i.e. up to 10 Hz only (p<0.05), as shown in
Fig. 7.

3.2. Effect of Vibration on Reduction in
Reading Performance

Figures 8–10 show the effect of vibration frequency on the
reduction in reading performance for all the vibration magni-
tudes. The decline in reading performance was found to be
greater with the increase in vibration magnitude in all the direc-
tions of vibration, as shown in Figs. 8–10. The greatest drop in
reading performance was observed around 4–5 Hz frequency
for all directions and vibration magnitudes (p<0.01). The de-
cline in reading performance decreases with the increase in
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Table 3. Test of within-subject effects of experimental variables in repeated-measure analysis.

Seat-to-head Transmissibility (STHT)
Type III Sum of

Source Squares df Mean Square F Sig.
Direction 10.404 2 5.202 11.478 .000

Magnitude 2.972 2 1.486 5.649 .010
Frequency 164.401 6 27.400 84.697 .000

Direction * Magnitude .145 4 .036 .172 .951
Direction * Frequency 3.239 12 .270 .879 .570

Magnitude * Frequency 3.065 12 .255 1.365 .191
Direction * Magnitude

2.355 24 .098 .518 .972
Frequency

Percentage Reduction in reading performance
Direction 189.410 2 94.705 2.554 .012

Magnitude 3848.626 2 1924.313 48.872 .000
Frequency 30159.175 6 5026.529 135.100 .000

Direction * Magnitude 255.200 4 63.800 1.719 .043
Direction * Frequency 905.005 4.971 182.075 2.764 .027

Magnitude * Frequency 2678.784 12 223.232 6.635 .000
Direction * Magnitude

798.303 24 33.263 1.128 .113
Frequency

Perceived Difficulty in reading
Direction 39.784 2 19.892 43.061 .000

Magnitude 635.722 2 317.861 627.932 .000
Frequency 839.779 6 139.963 322.900 .000

Direction * Magnitude 8.179 1.000 8.179 7.512 .018
Direction * Frequency 20.975 1.000 20.975 5.721 .034

Magnitude * Frequency 469.164 12 39.097 124.990 .000
Direction * Magnitude

12.147 1.000 12.147 1.785 .206
Frequency

Figure 8. Mean percentage reduction in reading performance of 12 subjects
measure at 0.5, 1.0, 1.5 m/s2 rms in vertical direction.

frequency up to 16 Hz frequency. The comparable decline in
reading performance was observed at 25 Hz for all vibration
magnitudes in the vertical direction only. Comparing the vi-
bration in three directions, the decline in reading performance
in the vertical direction is significantly higher at lower frequen-
cies (p<0.05), as shown in Fig. 11.

3.3. Effect of Vibration on Perceived
Difficulty in Reading

Figures 12,–14 show the effect of vibration frequency on
the perceived difficulty in reading for all three vibration mag-
nitudes. The perceived difficulty in reading progressively in-
creases with an increase in vibration magnitude in each di-
rection. Highly significant differences were observed for the
perceived difficulty in reading for all the considered vibration
magnitudes in each direction, up to the lower frequency range,
i.e. 10 Hz (p<0.01). The perceived difficulty in reading for
vertical vibration is significantly greater than in lateral and

Figure 9. Mean percentage reduction in reading performance of 12 subjects
measure at 0.5, 1.0, 1.5 m/s2 rms in lateral direction.

fore-and-aft directions up to lower frequencies, i.e. up to 10 Hz
(p<0.05) (Figure 15). The maximum perceived difficulty has
been observed at 5 Hz for all the considered vibration magni-
tudes in all directions. Considerable reading difficulty was also
observed at 25 Hz, but in the vertical direction only. The per-
ceived difficulty in reading is very low at higher frequencies
for lateral and fore-and-aft vibration.

3.4. Results from Statistical Analysis
The within-subject design of repeated measurement analy-

sis was used to evaluate the overall effects of all the indepen-
dent variables, i.e. vibration magnitude, direction, and fre-
quency, of the three dependent variables such as STHT, per-
ceived difficulty in reading, and reduction in reading perfor-
mance. The overall effects of the independent variables and
their interaction on dependent variables are shown in Table 3.
Table 3 shows the significance value (p<0.05) of all the in-
dependent variable and their interaction for the measured re-
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Figure 10. Mean percentage reduction in reading performance of 12 subjects
measure at 0.5, 1.0, 1.5 m/s2 rms in fore-and-aft direction.

Figure 11. Comparisons of mean percentage reduction responses for 1.0
m/s2 rms in vertical, fore-and-aft and lateral vibration.

sponses, which indicate that the variables and their interac-
tions are strongly responsible for the results. The vibration
direction, magnitude, and frequency have significant effects on
the STHT, reduction in performance, and perceived difficulty
responses (p<0.05), as illustrated in the Table 3. The inter-
actions of variables, i.e. vibration direction, magnitude, and
frequency, have insignificant effects on the STHT responses.
The two-way interactions of variables, i.e. vibration direction,
magnitude, and frequency, have significant effects on the re-
duction in performance and perceived difficulty responses.

4. DISCUSSION

In the research used in this paper, none of the studies were
observed to relate STHT to reading discomfort at the same vi-
bration environment and posture from the best knowledge of

Figure 12. Mean level of perceived difficulty in reading of 12 subjects mea-
sured at 0.5, 1.0, 1.5 m/s2 rms in the vertical direction.

Figure 13. Mean level of perceived difficulty in reading of 12 subjects mea-
sured at 0.5, 1.0, 1.5 m/s2 rms in the lateral direction.

Figure 14. Mean level of perceived difficulty in reading of 12 subjects mea-
sured at 0.5, 1.0, 1.5 m/s2 rms in fore- and-aft direction.

the author. This study has shown that the STHT and read-
ing discomfort are related to each other during the vibration
exposure. The STHT, percentage reduction in reading perfor-
mance, and perceived difficulty in reading have shown higher
values around 4–5 Hz frequency for all the vibration directions
and magnitudes. The results also revealed that the response
decreases with an increase in frequency up to 10–16 Hz, and it
is almost constant at least up to 25 Hz.

The results show the various trends between STHT, reduc-
tion in performance, and perceived difficulty responses. As the
vibration magnitude increases, the peak in STHT responses
occurs at lower frequencies. This decrease in STHT reso-
nance frequency with an increase in vibration magnitude has
been observed in the present study, which shows the nonlin-
ear behaviour of transmissibility. The nonlinear behavior of

Figure 15. Comparisons of mean level of perceived difficulty in reading for
1.0 m/s2 rms in vertical, fore-and-aft and lateral vibration.
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transmissibility has been discussed previously in many stud-
ies.19,26,27 Mansfield and Griffin,19 showed the nonlinear be-
haviour of apparent mass and transmissibility to the viscera,
pelvis, and lumbar spine, and it was observed that the dynam-
ics of tissues, the bending and buckling of the spine, and some
complex responses of the body may be the cause for nonlinear-
ity in biodynamic responses.

The results show that both the percentage reduction in read-
ing performance and the perceived difficulty are found to in-
crease with an increase in vibration magnitude in each inde-
pendent direction. This finding is consistent with many previ-
ous studies.2, 3, 28, 29 The frequency of vibration also has highly
significant effects on the reduction in reading performance and
the perceived difficulty in reading. The reduction in reading
performance and perceived difficulty have the highest value
around 4–5 Hz. Eye movements of the subjects are affected by
the whole body vibration depending upon the magnitude and
vibration frequency. The performance with respect to read-
ing is largely dependent upon the eye movements of the sub-
jects.10 The legibility reduces as the image moves faster across
the retina, which is due to the unstable image on the retina.24

The lines which make up the letters and rows overlap with each
other at higher magnitudes of whole body vibration, which in
turn reduces the reading performance of the subjects.

The results show a considerable decline in reading perfor-
mance and an increase perceived difficulty in reading at 25 Hz
frequency in the vertical direction. Most of the subjects feel
agitation in the eyes at around 20–25 Hz frequency. This ag-
itation in the eyes may be attributed to the resonance of the
eyeballs or the internal structure of the head of the seated sub-
jects under the exposure to WBV at 25 Hz frequency.

The reading discomfort is quantified with the help of the per-
centage reduction in reading performance and perceived diffi-
culty in reading. The results for these two quantifying param-
eters show the maximum value of reading discomfort occurs
around 4–5 Hz frequency of WBV in three independent axes.
The STHT also observed the peak around 4–5 Hz frequency in
all the three considered directions of vibration. So, both STHT
and reading discomfort show the maximum values at the reso-
nant frequency of the human body. Considerable reading dis-
comfort was also shown around 25 Hz frequency, which may
be attributed to the resonance of the eyeballs of the subjects.
The reading discomfort may be affected by other frequencies
which may be the resonance frequencies for the subjects’ inter-
nal organs or structure of the head. The vibrations for the inter-
nal organs and eyes are difficult to measure. At the resonance
frequencies, i.e. around 4–5 Hz of human body, the seated test
subjects feel higher reading discomfort during WBV exposure.

5. CONCLUSION

The extent of decline in the reading performance depends
upon magnitude, direction, and frequency of vibration. Vibra-
tion magnitude and frequency contribute most to the reduc-
tion in reading performance and perceived difficulty in read-
ing. The decline in reading performance increases with an in-
crease in vibration magnitude in each direction of vibration.
The three measured responses - STHT, percentage reduction

in reading performance, and perceived difficulty in reading -
are most affected around 4–5 Hz frequency of whole body vi-
bration, which means that the, transmission of vibration to the
head and various parts of the head affects the reading perfor-
mance of the seated subjects. In vertical vibration, reading per-
formance is to some extent affected around 25 Hz frequencies.
STHT has shown nonlinear behaviour with respect to vibra-
tion magnitude. Principal resonance in STHT occurs at around
4–5 Hz for seated subjects.
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A strategy for vibration control in which the stiffness is switched on and off between a minimum and a maximum
value within each oscillation cycle is considered in this study. The strategy has been shown to help greatly in
decreasing residual vibrations, thus increasing the effective damping ratio in lightly-damped systems. This work
explores the effect of the delay during the stiffness switching. In this study, it is predicted theoretically how a
certain value of delay could cause instabilities, and experimental results are presented.

1. INTRODUCTION

Mechanical vibration is an undesirable condition that could
lead to fatigue, noise, damage, and other harmful effects to
structures, machines, and humans. There are different meth-
ods for vibration suppression, either through control of the vi-
bration source, structural modifications, or vibration isolation.
The vibration isolation method involves the use of a resilient
element located between the vibration source and the receiver,
normally modelled mathematically as an elastic element and
viscous damper in parallel.1 When the properties of these ele-
ments, i.e. damping and stiffness, have a fixed value, the isola-
tor is said to be passive. However, there are some isolators in
which the properties are able to change in real time depending
upon the excitation, the so-called semi-active vibration isola-
tors. Lately, there has been a growing interest in the use of
semi-active isolation systems mainly for random and determin-
istic vibration, while few works exist on shock isolation. Most
of the work has been done in the field of variable damping;
for instance, some switchable or semi-active damping strate-
gies based on the skyhook damper concept have been studied,2

and Waters, et al. showed that reducing the damping to a lower
value during a shock input can lead to better isolation perfor-
mance.3

In the field of switchable stiffness strategies, Winthrop pre-
sented an important review in which different methods to
achieve variable stiffness were documented.4 A control strat-
egy for transient vibrations was proposed by Onoda5 consid-
ering an on/off logic aimed to extract energy, based on the
switchable stiffness concept presented by Chen for structural
vibration control.6 A resetting technique was considered by
Jabbari, et al.7 and Leavitt, et al.,8 also based on switchable
stiffness with the objective of extracting energy from a me-

chanical system while having a high stiffness value at all times.
Switchable stiffness control has recently been investigated the-
oretically and experimentally by the authors of this paper, as
a means of energy dissipation in lightly damped systems.9, 10

The strategy developed by Ledezma, et al.9 comprises a mass
supported by two springs, one of which can be disconnected.
Switching in and out of the spring involves a two-stage con-
trol strategy — stiffness control during the shock to reduce the
maximum response of the payload, and reduction of the resid-
ual vibration after the shock has occurred. The theoretical sim-
ulations presented demonstrate that it is possible to obtain bet-
ter shock isolation by switching the stiffness in lightly damped
systems, and this concept was demonstrated experimentally.

This paper explores the second part of the strategy presented
previously by the authors,9, 10 namely the residual control of vi-
brations, which involves switching in real time the actual stiff-
ness of the system. It was found that a delay in the switching
could lead to instabilities. Time delays in active vibration con-
trol may result in the unstable motion of a controlled oscillat-
ing system and hence limit the development and application of
vibration control. Haiyan,11 and later Gu,12 summarized the
recent studies on the dynamics of controlled systems with time
delay. Due to the possibility of instabilities as a result of de-
lays, this work gives an insight into the stability of the system,
prediction of the maximum delay, and some of the practical
issues involved.

2. SWITCHABLE STIFFNESS
BACKGROUND THEORY

The switchable stiffness strategy presented by the authors is
described briefly here, focusing on the residual vibration con-
trol. It is important to mention that residual vibration is the
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Figure 1. Schematic of a SDOF system with switchable stiffness under exci-
tation ξ(t) applied to the base. The two stiffnesses in parallel have stiffness
∆k and k − ∆k, respectively, and m is the mass with absolute displacement
v.

result of a transient excitation, such as a pulse, i.e. a versed
sine pulse. The analysis of shock isolation is normally divided
in two stages: the forced response during the shock pulse, and
the subsequent free vibrations at the natural frequency of the
system. This paper focuses on what happens after the pulse,
and it is assumed for simplicity that an impulse is applied
when the system is at rest, so there is an initial velocity ap-
plied. The switching strategy considers an undamped system
supported by two springs, one of which can be disconnected
during free transient vibration, in order to quickly dissipate the
energy stored by the elastic element without adding an external
damping mechanism, as shown in Fig. 1. The control strategy
is given by

keffective =

{
k for vv̇ ≥ 0

k − ∆k for vv̇ < 0
; (1)

where v̇ is the velocity of the suspended mass. The stiffness is
maximum and equal to k when the product vv̇ is positive, and
it is minimum and equal to k − ∆k when vv̇ is negative. As
a result, the secondary spring, ∆k, is disconnected when the
absolute value of the displacement of the mass is a maximum.
It is connected again when the system passes through its equi-
librium position. The effective stiffness change in the system
is quantified with the stiffness ratio, defined as σ = ∆k

k . This
parameter varies between 0 and 1, where 0 means no stiffness
reduction, and 1 means total stiffness removal. The schematic
model is depicted in Fig. 1, where a base excitation ξ(t) is ap-
plied and the response is v(t). It is also important to introduce
the mean period of the system, given by Tm = Ton

2 + Toff
2 , where

Ton is the natural period for the ON state, i.e. high stiffness, and
Toff is the period for the OFF state, i.e. low stiffness.

The typical behaviour of the switching strategy can be eas-
ily explained with the phase plane plot presented in Fig. 2(a)
showing the switching and how the energy is dissipated at ev-
ery stiffness reduction point. Figure 2(b) depicts a time history
corresponding to this example. The comprehensive study of
this strategy presented in a previous paper9 concludes that a
greater stiffness reduction leads to greater rate of decay of the
residual vibrations.

Figure 2. Effect of the switchable control strategy on the residual vibration.
(a) Phase plane plot, and (b) Time history of the displacement response. (——
High stiffness; - - - - - Low stiffness).

3. EXPERIMENTAL DEVICE FOR VIBRATION
CONTROL USING SWITCHABLE
STIFFNESS

An experimental prototype was designed to validate the the-
oretical strategy discussed before.10 Considering the results
previously referenced, the experimental model has to be capa-
ble of achieving a high stiffness change — at least a factor of
two — and perform this change rapidly, i.e. four times during a
full oscillation cycle. It was also designed bearing in mind that
the system should behave as a lightly-damped single degree-
of-freedom system, for which predictions had been previously
obtained.

To create a system with these characteristics, an electro-
magnetic element was used to achieve a switchable stiffness.
The experimental system is shown in Fig. 3; a schematic of
the system is given in Fig. 3(a), and a photograph of the sys-
tem is shown in Fig. 3(b). The device comprises two disc-
shaped neodymium magnets suspended between two electro-
magnets using four tensioned nylon wires attached to the main
frame, providing additional stiffness in parallel with the stiff-
ness given by the magnets. The total isolated mass (payload)
in the experimental system was 0.0753 kg.
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Figure 3. (a) Diagram of the switchable stiffness experimental system in the
vertical position. The permanent magnets (1, 2) are suspended between two
electromagnets (3, 4) using four wires (6, 7) that also join the magnet to the
main frame (5). The permanent magnets are held by an aluminium disc (8).
(b) Photograph of the rig.

The low stiffness state was achieved when the electromag-
nets are turned off, whilest the high stiffness state was obtained
by applying a constant DC voltage of 12 V to the electromag-
net, using a Hameg triple voltage source HM7042-5. The prop-
erties of the system were measured by attaching the device to
an electrodynamic shaker with a random signal generated by
a Data Physics Mobilizer analyser through a power amplifier.
The response was acquired using two PCB teardrop minia-
ture accelerometers type 352C22, and the frequency response
function was measured. It was found that the maximum and
minimum values of the natural frequencies were 17.75 Hz and
12.75 Hz, respectively, corresponding to an effective stiffness
change of 48%. The full results for these properties and the
procedure are available in a previously published paper.10 It
is also important to mention that the magnetic forces are non-
linear by nature, and as a result, the oscillation of the system
was kept within a linear range for which coherence and static
measurements were performed, as stated in previous work.10

For the control of residual vibrations, an electronic circuit
was designed in order to perform the switching strategy given

Figure 5. Switching stiffness response for residual vibration suppression. (a)
Passive acceleration response for high stiffness state, (b) switching response
and (c) the voltage supplied to the electromagnets. All acceleration time his-
tories are normalized by g.

by Eq. (1). The acceleration signal measured in the suspended
mass was amplified and then split into two in order to have ac-
celeration and velocity signals. Then, both signals were mul-
tiplied, and the product was compared with respect to zero.
If the product is greater than zero, the voltage is set to zero.
Otherwise, a voltage is applied to the electromagnets. A block
diagram is shown in Fig. 4(a), while a circuit diagram is shown
in Fig. 4(b).

The system was subjected to a very short pulse and then the
responses were measured. An example is presented in Fig. 5.
Figure 5(a) depicts the free vibration acceleration response of
the passive system in the high stiffness state, which is taken as
a basis for comparison. The switching response is presented
in Fig. 5(b), and the voltage applied to the electromagnets is
given in Fig. 5(c).

It can be seen from the voltage plot that the stiffness is
switched from a high state to a low state twice during each
cycle of vibration. The voltage supply turned off when the re-
sponse was at a maximum, and turned on when the response
passed through the static equilibrium position. It can also be
seen that there were only four cycles of stiffness change. This
was because the circuit was set to switch only when the input
signals were at a minimum voltage level of 0.7 V. However,
even though the stiffness switched during the first two cycles
of vibration, the vibration decayed at a much faster rate than
the passive case, as can be seen by comparing Figs. 5(a) and
5(b).
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Figure 4. Electrical circuit used for the switching stiffness during residual vibration. (a) Block diagram. (b) Circuit diagram.

4. EFFECT OF DELAY ON THE CONTROL
STRATEGY

4.1. Stability of the System
Using Lyapunov’s direct method,12 one can construct an

energy-like function of the system and, examining its deriva-
tives, the condition of stability can be evaluated. An energy
function for the switching stiffness model can be written in
terms of the total energy of the system, where the energy is
considered after the disconnection of the secondary spring, be-
ing the sum of the kinetic energy of the mass and the potential
energy stored in the effective low stiffness, as follows:

V =
1

2
mv̇2 +

1

2
(k − ∆k) v2. (2)

The first time derivative of equation Eq. (2) can be written as:

V̇ = mv̈v̇ + kv̇v − ∆kv̇v. (3)

This can be further simplified using the equation of motion of
the system given by mv̈ + keffectivev = 0 and rewritten as

V̇ = −∆kv̇v. (4)

As stated in the control theory13 as V is a positive definite func-
tion, and V̇ is negative semidefinite, it can be said that the sys-
tem is asymptotically stable. However, it is interesting to note
the behaviour of the system when the control law is inverted
as:

kv =

{
k for vv̇ ≤ 0

k − ∆k for vv̇ > 0
. (5)

In this case, the energy function of the system is expressed as:

V =
1

2
mv̇2 +

1

2
(k + ∆k) v2; (6)

and the derivative is given by:

V̇ = ∆kv̇v. (7)

The derivative is a positive function, and as a result the sys-
tem is unstable. This can also be observed in Eq. (6), as its
second term means that energy is added to the system instead
of being dissipated. In fact, at the stiffness reduction points,
the system is going from a low energy state to a higher energy
state. In a real system, this energy, which causes instabilities,
must come from a certain source. This phenomenon will be
discussed later.

4.2. Effect of Delay on Stability
An interesting point in the study for the stability of this par-

ticular strategy is to determine if a delay in the reduction or
recovery of the stiffness will cause any possible instability con-
dition. In order to investigate this, a numerical simulation was
performed in MATLAB. The simulation comprises an iterative
test that evaluates the amplitude of the system and compares
it with the previous cycle. If the amplitude of the next cy-
cle increases with respect to the previous one, the system will
be unstable. The comparison is made for values of the stiff-
ness ratio σ, i.e. the factor of stiffness reduction from 0 to 1,
where 0 is no stiffness reduction and 1 means total stiffness re-
moved. Then, a delay in the implementation of the strategy is
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Figure 6. Maximum delay permissible in order to guarantee stability in the
switching strategy presented as a function of the stiffness ratio σ. Values of
delay above the curve will cause the system to become unstable.

Figure 7. Theoretical acceleration response of the switching system showing
the effect of delay in the switching stiffness strategy. This example shows no
delay (continuous bold line), limiting value of delay d = 0.1176Tm (contin-
uous thin line), and d = 0.15Tm (dotted line).

introduced on purpose. This delay is given as a fraction of the
mean period of the system Tm = Ton

2 + Toff
2 . The resulting plot

is presented in Fig. 6.
Figure 6 represents the limiting value of delay that is permis-

sible in order to achieve stability. The area below the curve rep-
resents a “safe” zone where the system is stable. However, it is
important to note that although small delays will not cause in-
stabilities, the performance of the system might decrease. The
maximum value of delay depends upon the value of the stiff-
ness reduction ratio σ. As the stiffness ratio increases, smaller
delays are permitted. A time response example for σ = 0.5 is
shown in Fig. 7, for three situations. The continuous bold line
gives the response of the system with no delay, the continuous
thin line represents the limiting value of delay d = 0.1176Tm

for this value of the stiffness ratio, and the dotted line indicates
a value exceeding the limit d = 0.15Tm.

This phenomenon is attributed to two factors. First, as the

Figure 8. Energy levels in a switchable stiffness system with delay of d =
0.15Tm enough to cause instabilities. The bold line represents the total energy
in the system, the thin line represents the kinetic energy, and the dotted line is
for the potential energy.

stiffness reduction is not made at the point of maximum dis-
placement, the energy dissipated is not maximized. Secondly,
the stiffness recovery is performed after the point of equilib-
rium position. As a result, the secondary spring ∆k has a cer-
tain deformation at the moment of reconnection. This means
the secondary spring ∆k has some energy stored that is return-
ing to the system. If the delay causes the energy returned to
be greater than the energy dissipated during the stiffness re-
duction, the amplitude will grow. Figure 8 shows the energy
levels in the unstable system, showing that at some point the
energy returned is higher than the energy removed. This will
in fact violate energy conservation, which means that in a real
system, the energy needed to cause the instability must come
from an external source. In practice, this phenomenon has not
been observed because the delay in the real-time implementa-
tion of the strategy is very small.

If the delay is large enough to cause instabilities, in a real
system the energy must come from an external source. For the
experimental setup used in this project, the electromagnets as
inductive devices are capable of storing and releasing energy
resulting from sudden voltage or current changes. In practice,
the presence of damping in the system could help to reduce the
effect of delay and the possible instabilities.

Finally, an experimental test was performed considering the
opposite control law as expressed by Eq. (5). Figure 9 shows
the response of the actual system using the inverted control
law. In this case, the amplitude of the system is bounded.
However, the vibration of the system is sustained, and while
the voltage is supplied, the amplitude never decays away. The
energy responsible of this behaviour is believed to come from
the electromagnets and the voltage source used in the system.
As a result, a constant amplitude of vibration is sustained.

5. CONCLUSIONS

This study presents an overview of a switching stiffness
strategy for vibration control. The strategy is based on a con-
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Figure 9. Actual response of the switching system considering the opposite
control law as specified by Eq. (5). Time is normalised considering natural
period of the system.

trol law that switches off the stiffness at points of maximum
and minimum displacement and restores the stiffness when the
isolated mass passes through equilibrium. Theoretical and ex-
perimental evidence was presented showing improved vibra-
tion control for lightly-damped systems.

The stability issues were discussed, and it was shown how a
delay in the implementation of the strategy could lead to poten-
tial instabilities. The limiting value of permissible delay was
calculated numerically and presented in the form of time his-
tories showing the increase of amplitude due to energy cumu-
lating. This phenomenon was not observed in the experimental
rig, but it was shown experimentally how the inverted control
law is indeed as unstable as the theory predicts. The devel-
opment of an analytical study to predict the effect of delay is
suggested for future work.
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A modal summation method based on far-field sound intensity is used to study the average radiation efficiency and
the corresponding radiation power of a point-excited, simply-supported, rectangular sandwich plate containing a
tunable electrorheological fluid (ERF) core, and set in an infinite rigid baffle. In addition, a classical analytical
procedure based on the Rayleigh integral equation method is adopted to investigate the sound transmission charac-
teristics (TL) of the adaptive plate insonified by plane pressure waves at an arbitrary angle of incidence, or excited
by a perfectly diffuse sound field with a Gaussian directional distribution of energy. Numerical results reveal the
imperative influence of an applied electric field strength (0–3.5 kV/mm) on controlling acoustic radiation from (or
sound transmission through) the smart panel in a wide frequency range. In addition, an effort is made to find the
optimal electric field which yields improved sound radiation and transmission characteristics for each excitation
frequency. Limiting cases are considered and good agreements with the solutions available in the literature used in
this study are obtained.

1. INTRODUCTION

Plates are one of the most extensively used structural com-
ponents in industrial applications. Many civil, industrial, and
modern aerospace and aeronautical structures (e.g., walls and
floors, ship hulls, machine elements, and aircraft sidewalls)
can be practically modelled, to a first approximation, as a fi-
nite baffled panel. Throughout the past few decades, vibroa-
coustic problems involving acoustic radiation from (or sound
transmission through) finitely bounded isolated panel struc-
tures have been subject to intense research. In particular, nu-
merous efforts have been concentrated on studying the sound
radiation and transmission characteristics of rectangular plates
with various complications since early 1960s.1 Maidanik2 was
the first to apply the concept of power flow and statistical
energy analysis to derive several approximate asymptotic ex-
pressions for calculating the modal radiation resistance in dif-
ferent wavenumber regions for a simply-supported, rectangu-
lar isotropic plate placed in an otherwise rigid co-planar baf-
fle. Wallace3 subsequently used the Rayleigh integral to de-
rive analytical expressions for the modal radiation efficiency
of a simply-supported baffled rectangular panel. Leppington,
et al.4 provided a detailed mathematical analysis of the modal
radiation from a simply-supported panel, and used the assump-
tion of high modal densities to revise some of Maidanik’s re-
sults for large acoustic wavenumbers, especially in the ranges
close to the critical frequency.

Roussos5 developed an analytical procedure for an effi-
cient solution of sound transmission through a rectangular,
simply-supported, isotropic or symmetrically laminated com-
posite plate in an infinite rigid baffle and under arbitrary
plane wave incidence. Panneton and Atalla6 used a three-
dimensional finite element model coupled with a boundary el-
ement approach to predict the sound transmission loss through
multi-layer structures made of elastic, acoustic, and poroelastic
(Biot) media. Lee and Kondo7 presented analytical and exper-

imental studies of noise transmission loss of a three-layered
simply-supported baffled rectangular plate with a viscoelastic
core. Foin, et al.8 proposed a variational model to analyse
the vibroacoustic behaviour of a rectangular, baffled, simply-
supported plate covered by a free or a constrained viscoelastic
layer and immersed in either a light or a heavy fluid. Foin,
et al.9 investigated the vibroacoustic behaviour of an elastic,
simply-supported rectangular plate covered by a locally re-
acting decoupling layer immersed in water and subjected to
a point force disturbance. Sgard, et al.10 employed the fi-
nite element method to predict sound-transmission loss across
finite- sized, double-panel sound barrier with poroelastic lin-
ings. Berry, et al.11 investigated the vibroacoustic response of
a finite, simply-supported rectangular plate covered by a thick
layer of decoupling material and immersed in a heavy fluid.
Park, et al.12 used the Rayleigh-Ritz method to investigate the
effects of the support properties (stiffness and damping) on the
forced vibration response and the associated radiated sound of
viscoelastically supported rectangular plates.

Chiello, et al.13 used a free-interface component mode syn-
thesis technique associated with the finite element method to
study the vibroaocoustic behaviour of an elastically-supported
baffled plate excited by a plane wave or a diffuse field. Xie, et
al.14 used results from a modal summation method based on
the farfield sound intensity to investigate the average radiation
efficiency of point-excited baffled rectangular plates, including
those with a very large aspect ratio (strips). Au and Wang15 in-
vestigated sound radiation from forced vibration of rectangular
orthotropic plates with general boundary conditions traversed
by moving loads. Park and Mongeau16 used the Mindlin plate
theory and the Rayleigh-Ritz method to investigate the vibro-
acoustic characteristics of sandwich panels with viscoelastic
supports. Assaf and Guerich17 used a finite element formula-
tion coupled to a boundary element method to predict noise
transmission loss (TL) through viscoelastically-damped sand-
wich rectangular plates subjected to an acoustic plane wave or
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a diffuse sound field excitation.
Chazot and Guyader18 used the so-called patch-mobility

method to predict vibroacoustic behaviour of (or sound trans-
mission through) double panels filled with porogranular ma-
terials. Assaf, et al.19 presented a finite element formula-
tion to analyse the vibroacoustic response of plates with a
constrained-layer damping treatment immersed in a light or
heavy fluid. Zhou and Crocker20 used two different boundary
element analyses to investigate the sound transmission char-
acteristics of foam-filled honeycomb sandwich panels excited
by a random incidence acoustic field. Loredo, et al.21 used
Rayleigh–Ritz’s method for vibroacoustic analysis of baffled
rectangular plates with constrained-layer damping (viscoelas-
tic) patches. Li21 studied active modal control of the vibroa-
coustic response of a fluid-loaded baffled rectangular plate
using piezoelectric actuators and sensors and negative veloc-
ity feedback. He showed that the proposed method increases
the modal damping ratio of the controlled mode and achieves
notable reductions in the associated sound power and mean
square velocity. Just recently, Kam, et al.23 presented a
semi-analytical approach based on the Rayleigh–Ritz method
and the first Rayleigh integral for vibroacoustic analysis of
elastically-restrained shear deformable stiffened rectangular
orthotropic plates, and validated their results by carrying out
experiments.

Vibration and sound radiation and transmission control of
elastic structures is a crucial issue in many engineering sys-
tems, ranging from ground-based vehicles to machinery, civil
structures, ships, aircrafts, aerospace vehicles, space-based
platforms, and buildings. Two different approaches are nor-
mally used - passive control and active control. In the passive
control approach, the material properties of the structure it-
self, such as damping and stiffness, are customized so as to
modify the structural response. However, the material proper-
ties of such structures are preset in their design or construction
stage, which can hardly be adapted to unanticipated environ-
mental variations. Over the past few decades, intelligent ma-
terials such as piezoelectric materials, shape memory alloys,
or electro- or magneto-rheological materials have been incor-
porated into conventional structures in order to adjust to the
changes of the environment.24, 25 The latter materials have re-
cently gained increasing recognition, as their rheological prop-
erties (damping and stiffness) can swiftly and reversibly be var-
ied when subjected to an electrical field.26

Other valuable features of these materials include simplic-
ity, compactness, low cost, low-energy loss, robustness, and
easy controllability by computers,27 which makes them an
ideal methodology for noise and vibration control in various
spheres of engineering. Consequently, numerous investigators
have thoroughly studied the use of smart electro- or magneto-
rheological-based structures for vibration control in various
spheres of engineering.28–32 There are, however, compara-
tively fewer authors who have investigated the sound radia-
tion and insulation characteristics of these structures. Among
them, Choi, et al.33 formulated a fuzzy control logic on the ba-
sis of field-dependent sound pressure levels to experimentally
investigate noise control of a rectangular closed cabin featur-
ing one side of an ER fluid-based smart plate. Szary34 ex-
amined the sound transmission loss for various kinds of elec-
trorheological suspensions placed between two specially de-
signed barriers under a variable alternative electric field den-

sity in a frequency range from 100 Hz to 2 kHz. Lu, et
al.35 experimentally studied the dynamic and acoustic char-
acteristics of a sandwich cylindrical shell structure with an
electrorheological fluid core, excited by an internal high fre-
quency noise source. In a series of experimental investigations,
Tang, et al.36 devised sandwiched flexible electrorheological
gel layers and studied the tunable behaviour of the transmitted
sound-pressure levels with respect to the external electric field.
More recently, Hasheminejad and Shabanimotlagh37 employed
the linear theory of elasticity in conjunction with the classi-
cal structural damping model, involving complex-valued field-
dependent material constants, to develop a two-dimensional
analytic solution for sound transmission control through an
MRE-based adaptive sandwich infinite panel of arbitrary thick-
ness.

The above review indicates that while there exists a notable
body of literature on vibroacoustic characteristics of composite
panels, rigorous analytical or numerical solutions for the sound
radiation or transmission characteristics of finitely-bounded
ERF-based sandwich structures seems to be absent. Thus, in
this paper, we employ the equations of motion for a simply-
supported ERF-filled rectangular sandwich plate,38 the classi-
cal complex modulus approach for describing the viscoelastic
behaviour of the ER core fluid,31 the pertinent wave field ex-
pansions, and the modal summation method14 along with the
Rayleigh integral equation approach1 to fill this gap. The pro-
posed model is of noble interest, largely due to its inherent
value as a canonical problem in structural acoustics. It can
lead to further understanding of the acoustic behaviour of ER-
material- based adaptive structures. It is also of practical value
for noise control engineers involved in the development of re-
liable analytical and/or experimental tools for the design and
analysis of ERF- based plates or panels with optimal acousti-
cal characteristics.33–37 Lastly, the presented analytical solu-
tion can serve as the benchmark for a comparison to solutions
obtained by strictly numerical or asymptotic approaches.

2. FORMULATION

2.1. Governing Equations for the ERF Plate

The problem configuration is shown in Fig. 1. A sandwich
rectangular plate (a × b) consisting of a base plate (thickness
h3), a constraining layer (thickness h1), and a tunable fluid
core layer (thickness h2), with simply-supported edge condi-
tions, is considered. The skin layers are assumed to be cross-
ply elastic composite laminates, with no slipping with respect
to the core layer, and where identical transverse displacements
are assumed at every point across the cross section for all three
layers w(x, y, t). Using Hamilton’s principle, after some te-
dious manipulations, the displacement equations of motion for
the ERF-sandwich plate can readily be obtained, as outlined in
details in the work of Hasheminejad and Maleki.38 To consider
the steady state vibrational response of the simply-supported
adaptive plate, one may advantageously assume a harmonic
normal resultant force acting on the upper surface of the plate
(e.g., see Fig. 1(a)) which, along with the relevant displace-
ment components, can be expanded in double Fourier series
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as39

q (x, y, t) =

q0(x, y)eiωt =

∞∑
m=1

∞∑
n=1

qmn sin (αmx) sin (βny) eiωt;

ui (x, y, t) =

∞∑
m=1

∞∑
n=1

U (i)
mn cos (αmx) sin (βny) eiωt;

vi (x, y, t) =

∞∑
m=1

∞∑
n=1

V (i)
mn sin (αmx) cos(βny)eiωt;

w (x, y, t) =

∞∑
m=1

∞∑
n=1

Wmn sin (αmx) sin(βny)eiωt; (1)

where ω is the excitation frequency, αm = mπ/a, βn =
nπ/b, ui and vi(i = 1, 3) are the mid-plane deformations
of the skin layers in the x and y directions, respectively,
U

(i)
mn, V (i)

mn(i = 1, 3) and Wmn are unknown modal coef-

ficients, and qmn = 4
ab

b∫
0

a∫
0

q0(x, y)sin(αmx)sin(βny)dxdy

(m,n = 1, 2, 3, ...) are the Fourier coefficients associated with
the harmonic distributed normal force of amplitude q0(x, y).
By direct substitution of the displacement expansions in Eq. (1)
into the governing equations of motion for the ERF plate (see
Eq. 19 in Hasheminejad’s and Maleki’s work38), after some
manipulations, one obtains (2) (see the top of the next page),
where i = 1, 3; δi = 1 if i = 1; and δi = 1 if i = 3,
ρi(i = 1, 2, 3) denotes the mass density in the i-th layer;
I2(= ρ2h

3
2/12) is the mass moment of inertia of the ER fluid

interlayer; G(2) is the viscoelastic shear modulus of the ER
fluid layer; d = h1/2 + h2 + h3/2; and

(
A

(i)
jk , B

(i)
jk , D

(i)
jk

)
=

hi/2∫
−hi/2

(1, zi, z
2
i )Qjkdzi are the rigidity constants in which the

indices j and k can be 1, 2, or 6; zi is the transverse coordinate
in the local coordinate system of the skin layers positioned at
their associated mid-planes; and one should note that B(i)

jk = 0
when the planes are symmetrically laminated with respect to
their mid-plane. Besides, Q

(i)

11 = Q
(i)

22 = Ei
1−v2i

, Q
(i)

12 = viEi
1−v2i

,

and Q
(i)

66 = Ei
2(1+vi)

, where Ei and vi are the Young modulus
and Poisson ratio of the base and constraining layer, respec-
tively. The equations of motion (2) can conveniently be written
in a matrix form

Zmnξmn = qmn; (3)

where ξmn = [U
(1)
mn U

(3)
mn V

(1)
mn V

(3)
mn Wmn]T , qmn =

[0 0 0 0 qmn]T , and the elements of the (5 × 5) coeffi-
cient matrix Zmn = amn+ω2bmn are given in the Appendix.

2.2. The Acoustic Radiation Problem
Let the simply-supported sandwich ERF plate be set

in an infinite rigid baffle, and subjected to a har-
monic point force excitation at point (x0, y0) with fre-
quency ω, i.e. q0(x, y) = F0δ(x − x0)δ(y − y0),
where the associated Fourier coefficients are simply ob-

tained as qmn = 4
ab

b∫
0

a∫
0

q0(x, y)sin(αmx)sin(βny)dxdy =

4F0

ab sin(αmx0)sin(βny0) (see Fig. 1(a)). Also, the total

(a)

(b)

Figure 1. Problem geometry. (a) The acoustic radiation problem. (b) The
sound transmission problem.

acoustic power radiated from the adaptive plate can be deter-
mined by integrating the far-field sound intensity over a hemi-
sphere of radius r to get1

Π =
2π

∫
0

π/2

∫
0

|P (r, θ, φ, t)|2

2ρc
r2 sin θdθdφ; (4)

where c is the speed of sound in the external acoustic fluid, and
P is the complex acoustic pressure at location ”S” in space, ex-
pressed in spherical coordinates (r, θ, π), which can be written
in terms of the plate surface velocity through the well-known
Rayleigh integral in the form40

P (r, θ, φ, t) =
a

∫
0

b

∫
0

iρkc

2π
−
r

∂w(x, y, t)

∂t
e−ik

−
rdydx; (5)

where k = ω/c is the acoustic wave number, r is the vector
connecting a representative element of the plate (dx, dy) to
the field point ”S” (see Fig. 1a), and using Eq. (3) with qmn =
4F0

ab sin(αmx0)sin(βny0), the transverse plate velocity may be

International Journal of Acoustics and Vibration, Vol. 21, No. 1, 2016 83



S. M. Hasheminejad, et al.: VIBROACOUSTIC ANALYSIS AND RESPONSE SUPPRESSION OF A RECTANGULAR SANDWICH. . .

(
−α2

mA
(i)
11 − β2

nA
(i)
66 + ρihiω

2
)
U (i)
mn + δi

(
−G

(2)

h2
+
I2ω

2

h22

)(
U (1)
mn − U (3)

mn

)
− αmβn

(
A

(i)
12 +A

(i)
66

)
V (i)
mn

+

[
α3
mB

(i)
11 + αmδi

(
I2dω

2

h22
− G(2)d

h2

)
+ αmβ

2
n

(
B

(i)
12 + 2B

(i)
66

)]
Wmn = 0;(

−α2
mA

(i)
66 − β2

nA
(i)
22 + ρihiω

2
)
V (i)
mn + δi

(
−G

(2)

h2
+
I2ω

2

h22

)(
V (1)
mn − V (3)

mn

)
− αmβn

(
A

(i)
12 +A

(i)
66

)
U (i)
mn

+

[
β3
nB

(i)
22 + δiβn

(
I2dω

2

h22
− G(2)d

h2

)
+ α2

mβn

(
B

(i)
12 + 2B

(i)
66

)]
Wmn = 0;

∑
i=1,3

[
α3
mB

(i)
11 + αmβ

2
n

(
B

(i)
12 + 2B

(i)
66

)
+ δiαm

(
−G

(2)d

h2
+
I2dω

2

h22

)]
U (i)
mn

+
∑
i=1,3

[
α2
mβn

(
B

(i)
12 + 2B

(i)
66

)
+ β3

nB
(i)
22 + δiβn

(
−G

(2)d

h2
+
I2dω

2

h22

)]
V (i)
mn

+

∑
i=1,3

[
−α4

mD
(i)
11 − 2α2

mβ
2
n

(
D

(i)
12 + 2D

(i)
66

)
− β4

nD
(i)
22

]
−
(
α2
m + β2

n

)(G(2)d2

h2
− I2d

2ω2

h22

)
+ (ρ1h1 + ρ2h2 + ρ3h3)ω2

}
Wmn = qmn; (2)

written in the form

∂w(x, y, t)

∂t
=

∞∑
m=1

∞∑
n=1

umn sin (αmx) sin(βny)eiωt; (6)

in which umn =
(
4iωF0

ab

)
ψ(ω)sin(αmx0)sin(βny0), where

ψ(ω) is a complex (unknown) function of frequency that
should be obtained by a numerical solution of the linear sys-
tem of Eq. (3). Directly substituting Eq. (6) into (5), after some
tedious manipulations, one obtains the final expression for the
far-field acoustic pressure in the external fluid medium:3

P (r, θ, φ, t) =

∞∑
m=1

∞∑
n=1

umnTmn (r, θ, φ) eiωt; (7)

where

Tmn (r, θ, φ) =

iρkabc
2π3mn

(
e−ikr

r

)[
(−1)

m
eiµ − 1(

µ
mπ

)2 − 1

][
(−1)

n
eiχ − 1(

χ
nπ

)2 − 1

]
; (8)

in which µ = ka · sinθ · cosφ, and χ = kb · sinθ · sinφ. Next,
direct substitution of Eq. (7) into Eq. (4), leads to the expres-
sion for total radiated power from the adaptive plate due to the
action of a harmonic point force at point (x0, y0) in the form
Eq. (9) (see the top of the next page). Now, by considering
the average of all possible locations of the uncorrelated point
loads acting on the plate, the total averaged radiated power is
defined as14

Π =
1

ab

a

∫
0

b

∫
0

Π (x0, y0) dy0dx0 =

∞∑
m=1

∞∑
n=1

Πmn; (10)

where the modal components of the total averaged radiated
power can be found by direct substitution of Eq. (9) into
Eq. (10), after some manipulations, in the form14

Πmn = |umn|2
2π

∫
0

π/2

∫
0

Tmn (r, θ, φ)T ∗mn(r, θ, φ)

2ρc
r2 sin θdθdφ;

(11)

in which the cross-modal terms have been eradicated by us-
ing the classical orthogonality of transcendental eigenfunc-
tions, and |umn|2, which is the modulus squared of the
modal velocity amplitude averaged over all force positions,

is derived in the form |umn|2 = 1
ab

a

∫
0

b

∫
0
umnu

∗
mndy0dx0 =(

2F0ω
ab

)2
Ψmn (ω) Ψ*

mn (ω) . Next, using Eq. (11), the modal
radiation efficiency can be written as14

σmn =
Πmn

1
2ρcab〈v2mn〉

=

4
2π

∫
0

π/2

∫
0

Tmn (r, θ, φ)T ∗mn(r, θ, φ)

(ρc)
2
ab

r2 sin θdθdφ; (12)

where 〈v2mn〉 represents the spatially-averaged modal mean
square velocity, averaged over all possible force positions, ob-
tained in the form

〈v2mn〉 =
1

ab

a

∫
0

b

∫
0
|umn|2sin2 (αmx) sin2(βny)dydx =(

F0ω

ab

)2

Ψmn (ω) Ψ*
mn (ω) . (13)

Direct substitution of Eq. (8) into right-hand side of Eq. (12),
after some manipulations, leads to the final expression for the
modal radiation efficiency in Eq. (14) (see the top of the next
page). Thus, by using Eq. (12), the total average radiation effi-
ciency of the plate is obtained in the final form

σ =
Π

1
2ρcab〈v2〉

=

∑∞
m=1

∑∞
n=1 Πmn

1
2ρcab〈v2〉

=

∑∞
m=1

∑∞
n=1 σmn〈v2mn〉

〈v2〉
; (15)

where 〈v2〉 =
∞∑
m=1

∞∑
n=1
〈v2mn〉 is the spatially-averaged mean

square velocity of the plate. Here, it is noteworthy that because
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Π (x0, y0) =

∞∑
m=1

∞∑
n=1

∞∑
−
m=1

∞∑
−
n=1

umnu
∗
−
m

−
n

2π

∫
0

π/2

∫
0

Tmn (r, θ, φ)T ∗−
m

−
n

(r, θ, φ)

2ρc
r2sinθdθdφ; (9)

σmn =
64k2ab

π6m2n2

π/2

∫
0

π/2

∫
0

 sin
(
µ
2 + mπ

2

)
sin
(
χ
2 + nπ

2

)[(
µ
mπ

)2 − 1
] [(

χ
nπ

)2 − 1
]


2

sin θdθdφ. (14)

of the averaging over all possible force locations (see Eq. (10)),
the average radiation efficiency depends only on the self-modal
radiation.

2.3. The Sound Transmission Problem

In this subsection, the transmission loss through the simply-
supported rectangular sandwich ERF plate, subjected to an
obliquely incident harmonic plane wave, Pinc, of amplitude
p0, and the incidence angle (θ0, φ0), as depicted in Fig. 1(b),
is investigated. Also, Prefl and Ptrans denote the reflected and
transmitted pressure waves, respectively. These three pressure
waves may be rewritten as the combination of the so-named
blocked pressure (i.e., the pressure on the incident side when
the plate is regarded as a rigid wall) and the reradiated pres-
sure (i.e., the pressure exclusively due to the plate vibration).
Making the standard assumption that the reradiated pressure
is negligible compared to the blocked pressure in the equation
of motion for the plate,5 one can arrive at accurate solutions
over a large frequency range, excluding the frequencies near
the plate fundamental resonant frequency.

Adopting the three dimensional Cartesian coordinate
system (x, y, z) (or equivalently the spherical coordinate
system (r, θ, φ)) attached to the top surface of the plate
for a point S in the far- field (see Fig. 1(b)), along with
the two dimensional auxiliary coordinate system (x, y)
referring to a point on the ERF plate, one can consider the
equations of motion of the ERF plate (Eq. (2)) with the
blocked pressure as the only forcing function in the form
q(x, y, t) = Pinc(x, y, t) + Prefl(x, y, t) − Ptrans(x, y, t) ≈
Pb(x, y, t), in which the blocked pressure Pb is gen-
erally assumed to be twice the incident pressure (i.e.,
Pb(x, y, t) = 2Pinc(x, y, t)).5 Also, the incident travelling
plane wave may be represented as in Eq. (16) (see the top
of the next page),41 where, with no loss of generality, the
amplitude p0 of the incident pressure is taken to be a real
constant. Furthermore, the generalized modal amplitude of
the transverse load due to the external forcing pressure may

simply be obtained from q

(
−
x,
−
y, t

)
= 2Pinc

(
−
x,
−
y, t

)
=

∞∑
m=1

∞∑
n=1

qmn sin
(
αm
−
x
)

sin(βn
−
y)eiωt, where qmn =

8p0ImIn, in which
−
I
m

=
mπ[1−(−1)me−ika sin θ0 cosφ0 ]

(mπ)2−[ka sin θ0 cosφ0]
2 ,

−
I
n

=

nπ[1−(−1)ne−ikb sin θ0 sinφ0 ]
(nπ)2−[kb sin θ0 sinφ0]

2 , The vibration of the plate causes
the reradiated pressure to be transmitted by the plate. The
Rayleigh integral is known to relate plate velocity to the

transmitted pressure, i.e.,40

Ptrans (r, θ, φ, t) =
a

∫
0

b

∫
0

iρkc

2π
−
r

∂w(
−
x,
−
y, t)

∂t
e−ik

−
rd
−
y d
−
x . (17)

Here, noting that r2 = x2 + y2 + z2, x = r · sinθcosφ and
y = r · sinθsinφ, one can arrive at the useful expression

r = r

√
1− 2 sinθcosφr x− 2 sinθsinφr y +

(
x
r

)2
+
(
y
r

)2
(see

Fig. 1(b)). As a result, a closed form evaluation of the inte-
gral shown in Eq. (17) can be obtained in the far-field by using
the approximations 1/r ≈ 1/r, (x/r)2 → 0 and (y/r)2 → 0,
leading to the following expression for the far-field transmit-
ted pressure in (18) (see the top of the next page), where the
transverse plate velocity may be expanded in the form

∂w

(
−
x,
−
y, t

)
∂t

=

iω
∞∑
m=1

∞∑
n=1

Wmn sin
(
αm
−
x
)

sin(βn
−
y)eiωt. (19)

Direct substitution of the expansion in Eq. (19) into the integral
representation in Eq. (18), after some manipulations, leads to

Ptrans (r, θ, φ, t) =

−ω2ρab

2πr
exp

[
iω
(
t− r

c

)] ∞∑
m=1

∞∑
n=1

WmnImIn; (20)

where Im =
mπ[1−(−1)me−ika sin θ cosφ]

(mπ)2−[ka sin θ cosφ]2
, In =

nπ[1−(−1)ne−ikb sin θ sinφ]
(nπ)2−[kb sin θ sinφ]2 , Now, the total transmitted acoustic

power, Πtrans, can be calculated by integrating the far-field
transmitted intensity over a large hemisphere in the form1

Πtrans =
2π

∫
0

π/2

∫
0
Itransr

2 sin θdθdφ; (21)

where the far-field transmitted intensity, Itrans, is given as the
product of the far-field transmitted acoustic pressure and the
complex conjugate of the far-field radial fluid particle velocity,
ur = Ptrans

pc
5 which, by using the expansion shown in Eq. (20),

reduces into

Itrans =
1

2
Re [Ptransur

∗] =
|Ptrans (r, θ, φ, t)|2

2ρc
=

ρω4a2b2

8π2r2c

∣∣∣∣∣
∞∑
m=1

∞∑
n=1

WmnImIn

∣∣∣∣∣
2

. (22)
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Pinc

(
−
x,
−
y, t

)
= p0 exp

[
i
(
ωt− k −x sin θ0 cosφ0 − k

−
y sin θ0 sinφ0

)]
; (16)

Ptrans (r, θ, φ, t) =
iρω
2πr

a

∫
0

b

∫
0

∂w(
−
x,
−
y, t)

∂t
exp

[
−ikr

(
1− sin θ cosφ

r

−
x− sin θ sinφ

r

−
y

)]
d
−
y d
−
x; (18)

Thus, the final expression for the total transmitted acoustic
power can be found by simple substitution of Eq. (22) into
Eq. (21) as

Πtrans =

2π

∫
0

π/2

∫
0

ρω4a2b2

8π2c

∣∣∣∣∣
∞∑
m=1

∞∑
n=1

WmnImIn

∣∣∣∣∣
2

sin θdθdφ; (23)

Where, for a given qmn = 8p0ImIn, the unknown displace-
ment coefficients Wmn can readily be obtained from the linear
system of Eq. (3). Finally, the acoustic transmission loss (TL)
for the baffled ERF plate can be determined from

TL = 10 log

(
1

τ

)
; (24)

where τ = Πtrans/Πinc is the transmission coefficient, and
since the incident disturbance is a plane wave, the incident
acoustic power, Πinc, can simply be determined from the inci-
dent intensity multiplied by the area of the plate in the form41

Πinc =

(
ab

2ρc

)
p20 cos θ0. (25)

In the case of a diffuse sound field, Kang, et al.42 intro-
duced a directional weighting function for the incident energy,
leading to accurate calculation of the plate transmission loss
from TL = 10log( 1

τd
), where the angle-averaged diffuse-field

transmission coefficient, τd(ω), which takes into account the
angular characteristic of incident energy, is defined as43

τd (ω) =
∫2π0 ∫

π/2
0 D (θ, φ) τ (θ, φ, ω) sin θ cos θdθdφ

∫2π0 ∫
π/2
0 D (θ, φ) sin θ cos θdθdφ

; (26)

in which D(θ, φ) signifies the directional distribution of inci-
dent sound energy, which is generally taken to be of Gaussian
form with zero mean and vertical symmetry of the incident en-
ergy, i.e., D(θ, φ) = e−βθ

2

, where 1 ≤ β ≤ 2 is a constant de-
pending on measurement parameters such as frequency, facili-
ties dimensions, geometry, source and microphone positions.44

Here, it should be noted that, in many physical situations, the
diffuse sound field can be a very practical approximation to the
real sound field.13, 42–44

3. NUMERICAL RESULTS

In order to illustrate the nature and general behaviour of the
solution, we consider some numerical examples in this sec-
tion. Noting the large quantity of parameters and the relatively
intense computations involved here, while realizing the draw-
backs in accessibility of experimental input data, our attention
will be focused on a specific model. A square sandwich alu-
minium/ERF/aluminium panel of fixed length (a = b = 0.5 m)

with equal skin layer thicknesses (h1 = h3 = 0.0005 m)
set in an infinite rigid baffle is considered, while, the thick-
ness of the ER layer is assumed to be twice that of each
skin layer (h2 = 0.001 m). The material parameters for the
aluminium layers are selected as ρ1 = ρ3 = 2700 kgm3;
E1 = E3 = 70 GPa; v1 = v3 = 0.3. Also, using the accessible
information on the ER material pre-yield rheology, the elec-
tric field dependence of ER material in the pre-yield regime is
considered. In particular, the complex modulus for a typical
ER fluid is adopted from Yalcintas and Coulter’s work45 in the
form

G(2) (E) = G′ (E) + iG′′ (E) ; (27)

where G′(E) = 50,000 E2 is the shear storage modulus,
G′′(E) = 2600 E + 1700 is the loss modulus, and 0 ≤
E(t) ≤ 3.5 kV/mm is the electric field strength. Also,
ρ2 = 1700 kg/m3 is the mass density of the ER fluid. In addi-
tion, the surrounding fluid medium is assumed to be air at at-
mospheric pressure and ambient temperature (ρ = 1.2 kg/m3,
c = 340 m/s).

A Mathematica code was constructed for treating the lin-
ear system of Eq. (3), solving for the unknown transverse
modal displacement coefficients Wmn as functions of the inci-
dent wave angles and frequency (or external loading frequency
in the radiation problem) as well as the electric field magni-
tude, and ultimately calculating the spatially-averaged mean
square velocity of the plate, 〈v2〉, the total average radiation
efficiency, σ , and the acoustic transmission loss, TL, for the
above selected geometric parameters. Also, the value of the
exponential parameter, β = 2, is selected for a perfectly dif-
fuse sound field,44 and the integrals in Eqs. (23) and (26) were
numerically evaluated using the Mathematica built-in func-
tion ”NIntegrate.” The convergence of results was systemat-
ically checked in a simple trial-and-error manner, by increas-
ing the truncation constants in the Fourier expansions, while
looking for steadiness or stability in the numerical value of
the solutions. Using a maximum number of thirty modes,
(mmax = nmax = 30) was found to yield satisfactory results
for the selected geometric parameters in all loading situations.

Before presenting the main numerical results, we shall
briefly check the overall validity of the work. To do this, we
first used our general ”sound transmission” Mathematica code
to compute the sound transmission loss for a three-layered
aluminium-ERF-aluminium plate (with its physical properties
as given in Table 1), under a selected electric field strength
(E = 0.5 kV/mm) and incidence angles (θ0 = φ0 = 60◦), as
shown in the first subplot of Fig. 2(a). Furthermore, we used
our general ”sound radiation” Mathematica code to compute
the mean square velocity, 〈v2〉, for the three-layered adaptive
plate, under a selected electric field strength (E = 0.5 kV/mm)
and for a unit amplitude harmonic load (F0 = 1), as shown
in the second subplot of Fig. 2(a). It is clear that the ERF
plate resonance frequencies show up as dips in the Transmis-
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Figure 2. (a) Sound transmission loss and mean square velocity spectrum for
a three-layered aluminium-ERF-aluminium plate under selected electric field
strength (E = 0.5 kV/mm) and incidence angles (θ0 = φ0 = 60◦; F0 = 1).
(b) Comparison of the calculated sound transmission loss of a single-layer
panel with those available in the literature. (c) Comparison of the calculated
radiation efficiency of a single-layer panel with that available in the literature.

sion Loss (TL) subplot and peaks in the mean square velocity
subplot, as marked in the figures, and demonstrate very good
agreements with the natural frequencies displayed in Fig. 5 of
the work of Yeh and Chen,46 which were obtained by means
of the finite element method. As a further verification, we
let the bottom and midlayer thickness values of the adaptive
plate approach zero (h2 = h3 ≈ 0) in our general ”sound
transmission” code, and calculated the Transmission Loss (TL)
spectra for normal incidence as well as for the diffuse case
(D(θ, φ) = 1) for single-layered aluminium plates with their
physical properties, as shown in Table 2. The outcome, as dis-
played in Fig. 2(b), shows very good agreement with the Trans-
mission Loss (TL) data presented in Figs. 3 and 6 in the works
of Chiello, Sgard, and Atalla13 and Sakuma and Oshima,47 re-
spectively. Lastly, we let the bottom and mid-layer thickness
values approach zero in our general ”sound radiation” code,
and calculated the average radiation efficiency, σ, for a single-
layered aluminium plate with its physical properties as given
in Table 3. The outcome, as shown in Fig. 2(c) shows excel-
lent agreement with the data presented in Fig. 3 of the study
conducted by Xie, Thompson, and Jones.14

Figure 3 shows the variation of sound transmission loss (TL)
with incident wave frequency for selected angles of incidence
(θ0 = 0, 45, 80; φ0 = 0, 45◦), and for applied electric field
strengths (E = 0, 1, 2, 3.5 kV/mm). Also shown are the
TL spectra calculated for the ERF panel in a perfectly diffuse

Figure 3. Variation of sound transmission loss with incident wave frequency
for selected angles of incidence (including the perfectly diffuse situation) and
applied electric field strengths.

Table 1. Input physical properties used for the verification example presented
in Fig. 2(a).

a = 0.3 m
b = 0.25 m

h1 = 0.00005 m
h2 = h3 = 0.0005 m
E1 = E3 = 70 GPa
v1 = v3 = 0.3

ρ1 = ρ3 = 2700 kg/m3

ρ = 1.2 kg/m3

c = 340 m/s
θ0 = φ0 = 60◦

E = 0.5 kV/mm

Table 2. Input physical properties used for the verification examples presented
in Fig. 2(b).

Chiello, Sgard, and Atalla13

a = 0.48 m
b = 0.4 m

h1 = 0.003 m
h2 = h3 = 3×10−7 m

E1 = E3 = 200(1+0.01i) GPa
v1 = v3 = 0.3

ρ1 = ρ3 = 7800 kg/m3

ρ = 1.2 kg/m3

c = 340 m/s
E = 0 kV/mm

Sakuma and Oshima47

a = b = 0.9 m
h1 = 0.01 m

h2 = h3 = 10−6 m
E1 = E3 = 75(1+0.002i) GPa

v1 = v3 = 0.22
ρ1 = ρ3 = 2500 kg/m3

ρ = 1.2 kg/m3

c = 340 m/s
θ0 = φ0 = 0◦

E = 0 kV/mm

Table 3. Input physical properties used for the verification example presented
in Fig. 2(c).

a = 0.5 m
b = 0.6 m

h1 = 0.003 m
h2 = h3 = 3×10−7 m

E1 = E3 = 71(1+0.1i) GPa
v1 = v3 = 0.3

ρ1 = ρ3 = 2700 kg/m3

ρ = 1.2 kg/m3

c = 340 m/s
E = 0 kV/mm
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sound field. The most important observations are as follows:
The application of the electric field appears to have an appre-
ciable effect on sound transmission, especially in the very low
frequency range (f < 30 Hz). In particular, increasing the
electric field strength at such low frequencies leads to a dis-
tinct monotonic increase in the TL amplitudes, nearly regard-
less of the angle of incidence. This may clearly be linked to the
increase in the overall structural stiffness of the system in the
so-named stiffness controlled region.1 As the incident wave
frequency increases, the effect of the electric field gradually
decreases, especially for the case of normal incidence, where
there is minimum shear effect induced in the ERF core layer.
In the very high frequency range (f > 1000 Hz), increasing
the electric field has a small effect on the TL amplitudes for
all angles of incidence. This is perhaps due to the fact that at
such high frequencies, the plate inertia effects overwhelms the
electric field effects.

Also, it is well known that the incidence angle has a no-
table effect on the excitation of panel vibrational modes. In the
case of normal incidence, the sound pressure imposed on the
panel is uniform, and thus only the odd-odd panel modes are
expected to be excited (to transmit sound power). Furthermore,
in the case of oblique incidence with the incident wave travel-
ing parallel to the x-axis (i.e., for φ0 = 0◦), the radiated power
for even-even or odd-even modes of the panel is rather small,
and the resonance dips in the calculated TL take place at the
resonance frequencies whose y-axis mode numbers are odd.
Likewise, the resonance dips in the calculated TL for incident
waves travelling parallel to the y-axis (i.e., for φ0 = 90◦) hap-
pen at the resonance frequencies whose x-axis mode numbers
are odd. Keeping the above discussion in mind, one can read-
ily see from Fig. 3 that for non-normal incident wave fields,
many more plate resonance frequencies get involved (note the
numerous dips appearing in the sub-figures), as either the in-
clination angle, θ0, or the azimuth angle, φ0, increases, nearly
regardless of the electric field strength. Moreover, the smallest
TL levels are observed in case of the near-grazing (θ0 = 80◦)
incident wave field, while decreasing the inclination angle, θ0,
has a slight amplification effect on the panel sound transmis-
sion loss, especially at low incident wave frequencies (thus,
the largest overall TL levels are observed in case of the nor-
mally incident, or θ0 = 0◦, sound field). The TL curves for
the perfectly diffuse or random sound field behave rather dif-
ferently, recalling that a diffuse sound field superposes a series
of equal-amplitude uncorrelated progressive plane waves, with
all directions of sound propagation arising with the same prob-
ability, and the phase relations of the waves being arbitrary at
any given point in space.42–44

In particular, in the low frequency region (f < 100 Hz),
the TL levels associated with the diffuse field are very close to
those of the normally incident (θ0 = 0◦) case, where mainly
the uniform odd-odd panel modes seem to be excited. In the
higher frequency range (f > 100 Hz), on the other hand, the
TL curves of the diffuse sound field behave very similarly
to those of the near-grazing (θ0 = 80◦) incident sound field,
where the appearance of the numerous dips indicate that in-
creasingly more panel resonance frequencies get involved (i.e.,
sound transmission is mainly controlled by panel resonant ef-
fects48). This similarity in the sound transmission character-
istics of the diffuse and near-grazing incidence problems can
also be observed in Fig. 5 of the work of Schiller and Beck.49

Therefore, in the mid- to high-frequency range, it may be suf-
ficient to use the near-grazing incidence TL with an acceptable
error (or with a correction factor) in order to predict the diffuse
field transmission loss, nearly regardless of the electric field
strength.

At each incident wave frequency, there is only one electric
field level which leads to a maximum or a minimum transmis-
sion loss amplitude, denoted here by Emax (kV/mm) or Emin
(kV/mm), respectively. The left column in Fig. 4 displays
the variations in sound transmission loss (TL) amplitude with
the incident wave frequency associated with such electric field
strengths, for the adaptive plate under selected angles of inci-
dence (θ0 = 45◦; φ0 = 0, 45◦) as well as for the perfectly dif-
fuse field (note that the TL associated with the E = 0 kV/mm
case is also shown in the figure by black lines). Moreover,
the right column of Fig. 4 depicts the frequency spectrums of
the corresponding input electric field amplitudes required for
maximizing or minimizing sound transmission loss. The most
important observations are as follows: Perfect coincidence of
the black curves (E = 0) with the blue curves (E = Emin) in
the entire low frequency range (i.e., in the stiffness-controlled
region) as well as in some relatively small frequency patches
in the moderate and high frequency range leads to the impor-
tant conclusion that maintaining a null electric field level (i.e.,
keeping the panel stiffness low) can significantly deteriorate
the sound transmission performance of the ERF-based plate,
primarily in the low frequency range.

In other words, it is clear that inappropriate application of
the electric field (e.g., note the blue curves associated with
E = Emin) may even lead to minimum sound transmission
loss levels in a wide frequency range. The most interesting
observation is perhaps the fact that by selecting E = Emax
(i.e., the red colored curves), one can advantageously avoid the
commonly occurring sharp (resonant) dips in the uncontrolled
(E = 0) or non-optimally controlled (E 6= Emax) adaptive
structure, leading to maximum transmission loss in the entire
frequency range, nearly irrespective of incident wave direction.
Moreover, the maximum or minimum electrical field pattern
(shown in the second column of the figure) resembles a repeat-
ing ramp type curve, while the effect of incident wave direction
on the electric field strength is not very prominent. Further-
more, repeated zones of a null electric field (E = 0 kV/mm)
are observed in the entire frequency range, which are associ-
ated with either a maximum or a minimum sound transmission
loss level. Thus, one can conversely conclude that applying a
non-zero electric field (i.e., increasing the structural stiffness
and damping), does not necessarily lead to an improvement in
the system’s sound transmission characteristics.

Figures 5(a) and (b) show the variation of total average radi-
ation efficiency, σ, as well as the average mean square velocity,
〈v2〉, with the external load frequency (F0 = 1 N), for selected
applied electric field strengths (E = 0, 1, 2, 3.5 kV/mm). The
most important observations are as follows: While the elec-
tric field strength has little or nearly no effect on the average
radiation efficiency spectrum at low and high frequency ends
(Fig. 5(a)), it is of significant influence on the average mean
square velocity in the entire frequency range (Fig. 5(b)). In
particular, the electric field seems to be of major consequence
on the radiation efficiency only in the intermediate frequency
range (i.e., increasing the electric field strength has a notable
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Figure 4. Calculated maximum and minimum sound transmission loss spec-
trums for selected angles of incidence (including the perfectly diffuse field)
along with the associated applied electric fields.

amplification effect on the sandwich plate radiation efficiency
roughly in the range of 10 < f < 100 Hz; see Fig. 5(a)). This
may be explained by comparison with Fig. 5(b), where it is
clear that increasing the electric field level (increasing or de-
creasing the overall system stiffness and displacement ampli-
tudes) leads to a notable rightward shift in the resonance fre-
quencies of an adaptive plate (i.e., the peaks in the mean square
velocity curves) to the higher frequency range (see Hashemine-
jad and Maleki38).

Moreover, there is a notable decrease in the oscillation am-
plitude of the mean square velocity curves with increasing the
electric field strength towards E = 3.5 kV/mm (or increas-
ing overall system stiffness) at intermediate and low frequen-
cies, which may be linked to the overall decrease in the sys-
tem kinetic energy. Thus, one may conclude that while di-
rect application of an electric field can perceptibly influence
the radiation efficiency of an adaptive panel in the intermedi-
ate frequency range, it can effectively reduce the average mean
square velocity in the entire frequency range. Lastly, as the
excitation frequency further increases, approaching the system
critical frequency (fc = ωc2π ≈ 11.9 kHz; as observed from
Fig. 5(a)), the occurrence of ’edge’ modes dominate the so-
called corner modes,1 and the electric field strength almost en-
tirely loses its effect on the sound radiation efficiency, which
gradually increases towards its maximum level slightly beyond
the critical frequency and then makes a small drop towards the
asymptotic value of unity.43

As in the case of the previously discussed sound transmis-
sion problem (see Fig. 4), at each excitation frequency there is
only one electric field level which causes a maximum or mini-
mum average radiation efficiency or a maximum or minimum
mean square velocity, denoted here by Eσmax/E

σ
min kV/mm

or Evmax/E
v
min kV/mm, respectively. The left column in

Fig. 6 displays the variations in the total average radiation
efficiency, σ, as well as the average mean square velocity,
〈v2〉, with the excitation frequency associated with such elec-
tric field strengths (note that the results associated with the
E = 0 kV/mm case are also shown in the subplots by black
lines). Moreover, the right column of Fig. 6 depicts the fre-
quency spectrums of the corresponding electric field ampli-
tudes calculated for maximizing or minimizing the average ra-
diation efficiency or the mean square velocity. Here, the nearly

Figure 5. (a) Variation of the total average radiation efficiency with the exter-
nal load frequency for selected applied electric field strengths. (b) Variation of
the average mean square velocity with the external load frequency for selected
applied electric field strengths.

perfect coincidence of the black curve (E = 0) with the red and
blue curves (E = Eσmin,max) in the entire low frequency range
(i.e., in the stiffness-controlled region) once again leads to the
important conclusion that the electric field level has nearly no
effect on the sound radiation performance of the ERF-based
plate in the low frequency range.

Furthermore, almost perfect coincidence of the maximum
mean square velocity (E = Evmax or the red) curve with that
of the null field (E = 0 or the black curve) in the low fre-
quency range demonstrates that decreasing the electric field
strength (system stiffness) leads to a natural increase in the
system mean square velocity. Also, it is clear that as in the
case of the sound transmission problem (Fig. 4), inappropriate
application of the electric field may deteriorate sound radiation
efficiency in a wide frequency range (i.e., note the blue curve
associated with E = Eσmin. Another interesting observation
is the fact that by selecting E = Eσmax or E = Evmax (i.e.,
the red colored curves), one can respectively avoid the com-
monly occurring sharp dips or peaks in the uncontrolled or
non-optimally controlled adaptive structure, leading to maxi-
mum radiation efficiency (or mean square velocity) in the en-
tire frequency range.

4. CONCLUSIONS

The three-dimensional sound radiation and transmission
control from and through an electrorheological fluid-based
rectangular sandwich plate, set in an infinite rigid baffle, and
subjected to a periodic transverse excitation or an arbitrary in-
cident plane wave, is considered in this study. The problem
solution is based on the equations of motion for a simply-
supported ERF-based plate, the classical complex modulus ap-
proach for the viscoelastic behaviour of ER core fluid, the
pertinent wave field expansions, and the modal summation
method along with the Rayleigh integral equation approach.
Special attention is paid to the influence of electric field
strength, incident wave angle (including the perfectly diffuse
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Figure 6. Calculated maximum and minimum average radiation efficiency
and mean square velocity spectrums along with the associated applied electric
fields.

situation) and excitation frequency on the sound transmission
and radiation characteristics of the adaptive panel. The most
important observations regarding the sound transmission and
radiation problem are respectively summarized in the follow-
ing two paragraphs.

Increasing the electric field strength at very low incident
wave frequencies (i.e., in the stiffness controlled region) leads
to a distinct monotonic increase in the sound transmission am-
plitudes, nearly regardless of angle of incidence, caused by the
increase in the overall structural stiffness of the system. As
the incident wave frequency increases, the electric field effect
gradually decreases, especially in cases of normal incidence,
where there is minimum shear effect induced in the ERF core
layer. In the very high frequency range (f > 1000 Hz), the
plate inertia effects dominate the electric field effects and the
electric field level is observed to have a small influence on
the sound transmission loss, almost regardless of the angle
of incidence. In case of normal incidence, only the odd-type
plate modes are observed to get excited, while for oblique inci-
dence (non-zero inclination angle), even-type modes can also
get involved, the extent of which depends on the azimuth an-
gle. Also, as the oblicity of the incident wave increases, the
sound transmission loss amplitudes generally decrease, nearly
regardless of the electric field strength, especially at high inci-
dent wave frequencies. In particular, the largest TL levels are
found in case of the normally incident sound field.

Furthermore, in the low frequency range, the TL levels as-
sociated with the diffuse sound field are observed to be very
close to those of the normally incident case, while the panel
resonant effects dominate at higher frequencies, and the TL
curves of the diffuse field behave very similarly to those of
the near-grazing incidence situation. Therefore, in order to ap-
proximate the diffuse field transmission loss with an acceptable
error in the mid- to high-frequency range, it may be sufficient
to use the near-grazing incidence TL, nearly regardless of the
electric field strength. Lastly, maintaining a null electric field
level is shown to significantly deteriorate the sound transmis-
sion performance of the ERF-based plate, primarily in the low
frequency range, while applying a non-zero electric field does
not necessarily lead to an improvement in the system’s overall
sound transmission characteristics.

The electric field strength has little or nearly no effect on

the average radiation efficiency spectrum at low and high fre-
quency ends, while it can effectively reduce the average mean
square panel velocity in the entire frequency range. In partic-
ular, increasing the electric field strength is demonstrated to
have a notable amplification effect on the adaptive plate radia-
tion efficiency in the intermediate frequency region (10 < f <
100 Hz). It also causes a notable rightward shift in the reso-
nance frequencies appearing in the mean square velocity plot
of the adaptive plate in addition to a general drop in velocity
amplitudes. As the excitation frequency approaches the system
critical frequency, the occurrence of ’edge’ modes dominate
the so-called corner modes, and the electric field strength al-
most entirely losses its effect on the system sound radiation ef-
ficiency, which gradually increases towards its maximum level
slightly beyond the critical frequency and then makes a small
drop towards the asymptotic value of unity. Lastly, by adopt-
ing the optimal electric field strength, one can advantageously
avoid the commonly occurring sharp resonant peaks and dips
in the radiation spectrum of the uncontrolled or non-optimally
controlled adaptive structure, resulting in major improvements
in the system’s overall sound radiation characteristics. It is
hoped that the present study will provide designers the basic
information required in practical noise control applications of
ER fluid-embedded smart structures.
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Investigations have been carried out both numerically and experimentally to settle with a practically feasible set
of proportional viscous damping parameters for the accurate prediction of responses of fibre reinforced plastic
beams over a chosen frequency range of interest. The methodology needs accurate experimental modal testing,
an adequately converged finite element model, a rational basis for correct correlations between these two models,
and finally, updating of the finite element model by estimating a pair of global viscous damping coefficients using
a gradient-based inverse sensitivity algorithm. The present approach emphasises that the successful estimate of
the damping matrix is related to a-priori estimation of material properties, as well. The responses are somewhat
accurately predicted using these updated damping parameters over a large frequency range. In the case of plates,
determination of in-plane stiffness parameters becomes easier, whereas for beam specimens, transverse material
properties play a comparatively greater role and need to be determined. Moreover, for damping matrix parameter
estimation, frequency response functions need to be used instead of frequencies and mode shapes. The proposed
method of damping matrix identification is able to reproduce frequency response functions accurately even outside
the frequency ranges used for identification.

1. INTRODUCTION

The accurate determination of dynamical responses is very
important from the viewpoint of safety, serviceability, and op-
eration of any structure. The geometrical complexities, mate-
rial property distributions, existing boundary conditions, and
applied loading are the key factors that influence the dynamic
responses. The elastic and inertial properties are somewhat
correctly represented through finite element modelling with
suitable simplifying assumptions, whereas uncertainties in re-
sponse prediction still remain due to imperfect boundary con-
ditions and the presence of damping, which are difficult to deal
with. No generally acceptable modelling techniques for damp-
ing have been proposed in previous research that can be con-
fidently used for complicated structures. The damping mech-
anism may comprise three effects — material damping result-
ing from micro-structural behaviour, friction damping result-
ing from looseness at boundaries, and environmental damping
effects, such as interaction with the surrounding fluid. Depend-
ing on the practical situation, one or more component may be
less significant than the others, making the modelling effort
easier for the particular structure under consideration.

Although the phenomenon of damping is mostly nonlinear,
the assumption of small damping makes many equivalent lin-
ear models practically acceptable. For example, Dowell and
Schwartz1 presented a methodology for accounting for dry
friction damping arising from axial sliding of surfaces inside
supports, and concluded from studies on plates and beams that
an equivalent linear viscous damping ratio can be agreed upon,
even if nonlinear Coulomb law for the friction and geometric
nonlinearity of beams are present. Tang and Dowell2 further
investigated experimentally to verify the theory presented in
the previous paper. It was concluded that the methodology

works well in lower mode ranges, especially with the funda-
mental mode. Sometimes, it will be possible to accept on prac-
tical terms the linear damping models for much more compli-
cated environmental effects, such as interaction of a beam with
the surrounding air, etc. Filipiak, et al.3 presented such an ap-
proach to determine the effects of air damping on small beams
housing miniature sensors. How far such efforts are applicable
to realistic full scale structures remain an open question.

If linear damping is agreed upon with small damping as-
sumptions, it can be modelled as a multiplier of conveniently
chosen state variables with constant coefficients. The success
of such a model can be judged by its ability to replicate the
actual observable responses over a frequency range of inter-
ests. Then, the entire domain of linear modal testing can be
employed and a damping matrix can finally be put forward in
the model to be treated in a fashion similar to the stiffness and
mass matrices. Mostly, instantaneous velocity is chosen as the
state variable, and the damping can be stated to be viscous.4

Fibre Reinforced Plastics (FRP) have long been used in
weight-sensitive aerospace, naval, automotive, and high per-
formance sports applications. However, it took some time for
the engineering community to appreciate the other positive as-
pects of FRPs, such as durability, fatigue, and corrosion resis-
tance to pave the way for its infrastructural applications. Re-
cently, many standard structural forms such as various beam
sections, plates, and shells have been routinely manufactured
and employed for structural applications. Pultruded sections
in regular forms such as rectangular, angle, ‘T’, etc., are likely
to replace most of the current infrastructures made of conven-
tional material such as steel. Condition assessment and health
monitoring of such huge infrastructures made of FRPs will
be a challenge in the future, especially if they degrade over
long periods of time, but still remain serviceable. The exist-
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ing stiffness and damping properties need to be correctly as-
sessed from time to time using a reliable non-destructive in-
verse technique. Unlike the stiffness and inertia parameters,
uncertainties in damping parameters will further increase, as
the mechanism may include one or more effects which were
initially absent. For example, loosening of joints and supports
may result in increased friction component of damping as time
passes.

Literature related to the modelling of damped FRP struc-
tures is very scant. Zhuang and Crocker5 presented a review on
the damping of composite structures. Gelman, et al.6 proposed
a methodology of diagonalisation of the damping matrix based
on measured frequency response functions (FRF). Akrout, et
al.7 conducted numerically simulated investigations of vibroa-
coustic behaviour of two thin film-laminated glass panels in
the presence of a fluid layer. Assaf8 analysed sandwich com-
posite beams and investigated the effects of ply-stacking se-
quences, core-to-face stiffness ratio, etc. on natural frequen-
cies and modal damping.

The current literature is very rich in information related to
inverse detection of stiffness parameters from measured vibra-
tion responses,9 whereas only limited attempts have been made
to inversely estimate the damping parameters for FRP type of
structures. The main reason is that for small damping, the
resonant frequencies and mode shapes change very little with
damping coefficients, but the responses change drastically, es-
pecially near resonances. Literature related to damping iden-
tification using a beam type of specimen is very rare. Reix, et
al.10 used the FRF information of a beam to update the damp-
ing matrix using a nonlinear least square optimization tech-
nique.

Inverse detection of damping using an iterative procedure
demands proper forward simulation of the damped responses
of the FRP structures in the iterative loop. The most popular
forward damping model is due to Rayleigh, in which the damp-
ing matrix is assumed as a weighted linear combination of the
mass and stiffness matrix

C = a0M + a1K. (1)

A more generalised viscous proportional damping matrix has
been proposed by Caughey and Kelly,11 and can be written as

C = M

r−1∑
n=0

an
[
M−1K

]n
. (2)

Woodhouse12 has given an account of various linear damp-
ing models useful for structural applications. The main diffi-
culty of all such models is that the damping parameters remain
somewhat insensitive to frequency variations. Moreover, stiff-
ness and mass distributions should be exactly determined a-
priori, which is impossible in most practical cases. Adhikari13

incorporated the frequency variation of damping factors within
the framework of a generalised damping model. As a contin-
uation of the above methodology, Adhikari and Phani14 pro-
posed a proportional damping matrix obtained from a single
driving point FRF. Minas and Inman15 used incomplete exper-
imental modal data and reduced mass and stiffness matrices to
identify a non-proportional damping matrix in a weighted least
square sense. Lancaster and Prells16 used the inverse spectral
method to estimate the damping matrix from complex eigen-
vectors. Pilkey17 proposed direct and iterative approaches for

damping matrix reconstruction. Friswell, et al.18 used a direct
approach to identify damping and the stiffness matrix together
using FRF information. Chen and Tsuei19 distinguished be-
tween the viscous and structural damping components from
the measured complex FRF matrix. Some investigators tried
to estimate mass, stiffness, and damping matrices together.20

The main drawback of the investigations on damping matrix
identification proposed in a great deal of research is that they
demand availability of accurate information about the stiffness
and mass of the system, as well as the availability of accurate
modal properties. Even in newly built FRP structures, there
are large variations between the predicted stiffness parameters
as compared to those existing, due to the fact that the struc-
tural fabrication and material fabrication are one unified pro-
cess for FRP, and the actual existing material properties vary
greatly from those mentioned in manufacturer’s manual or in
standard handbooks. For the FRP type of anisotropic layered
composites, such uncertainties are greater as compared to sim-
ilar constructions made of isotropic and homogeneous materi-
als. It thus appears that a proper inverse regularised technique
augmented by a-priori stiffness estimation procedure will be
appropriate for realistic damping parameter identification. If
the damping is small, which is the case in most practical struc-
tures, a linear model will suffice.

The objective of the present investigation is to apply a
gradient-based model updating technique to estimate viscous
damping parameters along with the stiffness parameters for
pultruded FRP beams using measured FRFs. The efficiency
of the algorithm will be judged by comparing the regenerated
FRFs to the experimentally obtained values to examine if the
responses match accurately. Information related to FRF-based
updating is abundant in current literature,21 although most of
it is related to the estimation of stiffness parameters as far as
applications to FRP structures are concerned.

The complete process for identification of damping of FRP
beams includes a-priori estimate of stiffness parameters us-
ing measured modal and FRF data, converged finite element
modelling, correlations between them, and finally updating the
global proportional damping parameters using the gradient-
based inverse sensitivity technique in a nonlinear least square
sense.22 The methodology is first established through a numer-
ically simulated example, followed by real experimental case
studies involving different boundary conditions.

2. MATHEMATICAL FORMULATION

The equation of motion of a multiple-degrees-of-freedom
system in a discretized form can be written as

Mẍ(t) + Cẋ(t) +Kx(t) = f(t); (3)

where M , K, and C are the mass, stiffness, and damping ma-
trix, respectively. Here, equivalent viscous damping has been
considered as the major dissipation mechanism. In modal co-
ordinates, the equation can be written as a set of single-degree-
of-freedom (SDOF) uncoupled equations

[m]ẍ(t) + [c]ẋ(t) + [k]x(t) = {u}(t); (4)
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where

[m] = φT [M ]φ = modal mass matrix,

[k] = φT [K]φ = modal stiffness matrix,

[c] = φT [C]φ = modal damping matrix. (5)

The free vibration equation can be expressed as(
−ω2[m] + iω[c] + [k]

)
{u} = 0. (6)

If damping is neglected, the undamped equation of motion can
be solved from the eigenequation

Ku = ω2Mu. (7)

These undamped eigenvalues and eigenvectors can be used to
form the acceleration FRFs, and can be expressed as a function
of modal damping factor

Hij(ω) = −ω2
N∑

k=1

φikφjk
ωk − ω + 2iωωkξk

. (8)

It is to be noted that the Rayleigh damping coefficients can be
related to the modal damping factor, as shown below:

ξi =
1

2

(
a0
ω1

+ a1ωi

)
. (9)

The disadvantage of Rayleigh damping is that the effects
of the higher modes are usually weighted more than the lower
modes. As only two modes are used at a time for the estimation
of modal damping, the effects of other modes cannot be taken
care of. The present investigation is focused on removing this
difficulty by including the effects of multiple modes through
measured FRFs within a frequency range of interest for a FRP
beam.

The expression for the FRF can be modified to include the
damping coefficients as

Hij(ω) = −ω2
N∑

k=1

φikφjk
ωk − ω + iω (a1ω2 + a0)

; (10)

where Hij is the acceleration response at point i due to ex-
citation at point j. As it is a common practice to deploy ac-
celerometers for measuring accelerations directly and compute
displacement and velocities as derived quantities as and when
required, all response quantities are expressed in terms of ac-
celerations in this paper. In case of other measurement tech-
niques employing measured displacements as first hand in-
formation, such as in full field measurements using scanning
Laser Doppler Vibrometer types of non-contact devices, the
formulations can be modified to deal with displacements di-
rectly.

Since the order of magnitude of the terms of the damping
matrix is much lower as compared to the stiffness and mass
matrices, it will be efficient to have the stiffness properties up-
dated prior to the updating of the damping parameters. Thus,
a two-stage model updating algorithm is implemented here.
Moreover, the global stiffness properties can be updated more
efficiently with the help of measured natural frequencies and
mode shapes, whereas updating the damping matrix coeffi-
cients a1 and a0 requires the information from measured FRFs.

At present, the inertia properties are assumed to be determined
accurately, as this is generally the case in practice.

The objective functions involving the measured and mod-
elled FRFs can be written in a weighted least square sense

E =

q∑
i=1

wii ||Hexp(ω)−Hnu(ω)||2; (11)

where wii are the weights and q is the number of FRFs con-
sidered. The sensitivities of these FRFs with respect to the
damping or elastic parameters can be computed using

Sij =

[
∂H(ω)

∂rj

]
; (12)

where i = 1 to n and j = 1 to m. Here, the order of the sensi-
tivity matrix is n×m. The linearized first order approximation
of the relationship between changes in measured modal prop-
erties (i.e. frequencies, mode shapes or FRFs) and the changes
in the parameters to be updated can be related through the first
order sensitivity matrix

{∆f} = [S]{∆r}. (13)

In the updating process, changes (∆r) are made to the initial
guesses of parameters within reasonable bounds, and the finite
element model of the pultruded FRP beam is updated as fol-
lows:

{r}i+1 = {r}i + {∆r}i. (14)

The error between the experimental observation and the fi-
nite element modelling is thus minimised through this inverse
sensitivity method. In the present investigation, the param-
eters can be the in-plane elastic material constants, such as
the Young’s modulus and the shear modulus, the out-of-plane
shear modulus, and the modal damping coefficients. A Block
Lanczos Algorithm has been implemented for the eigensolu-
tions.

In an inverse problem related to anisotropic materials, mode
sequences need to be properly checked using certain estab-
lished correlation criteria. In the present investigation, Modal
Assurance Criteria (MAC) is used at each step of iteration to
determine how similar or dissimilar the analytical modal vec-
tor is as compared to the experimentally measured modes; a
value close to 1 indicates good correlations:23

MAC (φnu, φexp) =

∣∣{φnu}T {φexp}
∣∣2(

{φnu}T {φexp}
)(
{φexp}T {φexp}

) . (15)

Here, φ represents the realised eigenvectors from the mea-
sured complex modes. The analytical and experimental FRFs
are similarly correlated using Signature Assurance Criteria
(SAC),22 which is basically a global Frequency Response As-
surance Criteria (FRAC):24

SAC (Hnui , Hexpi) =

(∣∣HT
expi

∣∣∣∣Hnui

∣∣)2(∣∣HT
expi

∣∣∣∣Hexpi

∣∣)(∣∣HT
nui

∣∣∣∣Hnui

∣∣) .
(16)

Furthermore, Cross Signature Assurance Criteria (CSAC) is
the correlation function, checking the FRF correlations22 lo-

International Journal of Acoustics and Vibration, Vol. 21, No. 1, 2016 95



S. Mondal, et al.: AN INVERSE APPROACH FOR THE DETERMINATION OF VISCOUS DAMPING MODEL OF FIBRE REINFORCED PLASTIC. . .

Figure 1. Flow chart of the model updating algorithm.

cally:

CSAC (ωk) =

∣∣HT
expi

(ωk)Hnui(ωk)
∣∣2(

HT
expi

(ωk)Hexpi(ωk)
)(
HT

nui(ωk)Hnui(ωk)
) ,

k = 1, 2, . . . , N. (17)

The amplitude correlations of FRFs are taken care of by Cross
Signature Scale Factor (CSF):22

CSF (ωk) =
2
∣∣HT

expi
(ωk)Hnui(ωk)

∣∣(
HT

expi
(ωk)Hexpi(ωk)

)
+
(
HT

nui(ωk)Hnui(ωk)
) ,

k = 1, 2, . . . , N. (18)

First, an isotropic beam is investigated numerically to see
if the damping parameters can be conveniently determined.
The ‘experimental’ FRFs in this simulated study are also de-
termined using the same finite element programming. Subse-
quently, a real experiment is conducted on a Pultruded FRP
beam, both in cantilever and under free boundary conditions.
For the updating process, the initial finite element model com-
putes the FRFs using the undamped frequencies, modal vec-
tors, and initially assumed modal damping factors. Analyti-
cal and experimental FRFs are correlated as explained earlier
to form the objective functions. A first order sensitivity ma-
trix is computed for the selected parameters by a finite differ-
ence approximation of variables. Finally, the inverse sensitiv-
ity method is used to update the stiffness parameters, first us-
ing the modal information, followed by an estimation of modal
damping coefficients using the FRFs. A Bayesian approach is
used to include the variance of the response data. The entire
procedure is explained through a flow chart in Fig. 1.

3. NUMERICALLY SIMULATED EXAMPLE

To check the stability and efficiency of the algorithm de-
scribed above, first a numerically simulated example involving
a rectangular isotropic beam of dimensions 500 mm × 40 mm
and having thickness of 10 mm is considered and is shown in
Fig. 2. A three-noded quadratic beam element (B32)25 is used

Table 1. Numerically simulated ‘experimental’ frequencies and assumed
modal damping factors.

Mode Frequency (Hz) Modal damping factor (%)
1 24.93 5.0E-2
2 99.28 1.3E-2
3 155.90 1.1E-2
4 435.05 1.25E-2
5 528.57 1.50E-2
6 604.20 0.8E-2

Figure 2. Numerical model of the cantilever beam.

for the finite element modelling of the isotropic beam.25 The
present investigation deals with the average stiffness properties
and global average damping parameters. A 40-mesh division
along the length was found to be sufficient for convergence of
eigenproperties. The actual existing Young’s modulus E and
in-plane Poission’s ratio ν are taken to be 30 GPa and 0.3, re-
spectively. The mass density is assumed as 2012 kgm−3. With
the above set of data, the simulated ‘experimental’ modal prop-
erties are computed and presented in Table 1, along with the
assumed modal damping factors.

As explained earlier, the determination of material constants
from the modal data using the inverse sensitivity method is
taken up first. It has been observed that changing the modal
damping coefficients to have a different set of ‘experimental’
modal data has very little effect on the accuracy of the esti-
mation of these stiffness parameters, and thus is not reported
here. The updated values of the elastic material constants were
used for further updating of the damping coefficients, which
requires the simulated ‘experimental’ FRF data.

It is readily observed that the estimated values of the damp-
ing parameters a0 and a1 differ depending upon the modes
considered. The results are shown in Table 2 for a few se-
lected arbitrary combinations of modes using Eq. (9).26 The
corresponding values of ωi and ξi are taken from Table 1. The
first three sets show the variations of the two estimated damp-
ing parameters due to the incorporation of up to the first five
modes.

While implementing the inverse FRF-based updating algo-
rithm, these values of a0 and a1 are chosen as initial values
to see if all trials converge to a unique set of parameters. To
check the robustness of this FRF-based inverse algorithm, two
additional arbitrary sets of values of a0 and a1 are also cho-
sen (Trial 4 and Trial 5) that do not immediately correspond
to any combination of modes and may not have any physical
significance.

Figure 3 shows the monotonic convergence curves for both
the parameters, the final values of which are a0 = 14.95 rad/s
and a1 = 31.60E-6 s/rad, respectively. The updated mass
proportional damping coefficient converged to a value that is
quite higher, while the stiffness proportional damping coeffi-
cient converged to a somewhat lower value.

A typical set of regenerated FRF curves with different mode
combinations are shown in Fig. 4. It clearly shows that the
most accurate global representation of damping parameters de-
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Table 2. Initial values of damping parameters for numerically simulated
example.

Mode considered Mode considered
for average values for average values a0 a1

of ω1 and ξ1 of ω2 and ξ2
Trial 1 1 2 2.48 9.55E-6
Trial 2 1, 2 5 3.74 4.33E-5
Trial 3 2 3 2.00 5.87E-5
Trial 4 — — 40 5.0E-6
Trial 5 — — 50 1.0E-6

(a) Convergence of a0

(b) Convergence of a1

Figure 3. Convergence curves for damping coefficients.

pends upon the participation of modes. If that matches with
the selected modes, then only the SAC value indicating better
correlation between the observation and model will approach
unity. This is difficult to predict in practice, and several tri-
als with various combinations of modes are necessary before
settling with the most appropriate solution.

4. EXPERIMENTAL INVESTIGATION

Equipped with the knowledge gained from the numerically
simulated example, a rectangular FRP composite beam of the
same size is fabricated using the pultrusion process with Wo-
ven Roving (WR) glass fibres and an epoxy matrix. The exact
final average thickness of the beam comes to be 10.12 mm.
The mass density was measured to be exactly 2012 kgm−3.
First, the modal testing was carried out with a fixed bound-
ary at one end of the beam, the other end being free. An

(a) Comparison of FRFs before updating

(b) Comparison of FRFs after updating

Figure 4. Comparison of FRFs computed using modal damping to those com-
puted using trial values and updated values of damping parameters.

Figure 5. Measurement grid points of the FRP cantilever beam.

impact hammer fitted with a force transducer (B&K, number
8206-002) was used for exciting the beam at different prede-
fined locations, and the resulting responses were picked up
by an accelerometer (IEPE DeltaTron 4507) at a particular
node. Both the signals were Fourier transformed in a B&K
spectrum analyser, and the FRFs were obtained utilising the
PULSE-LabShop software.27 The frequencies, modes shapes,
and modal damping factors were extracted from the measured
FRFs using the post-processing software MEScope.28 Figure 5
shows the position of the accelerometer (point 23) and also the
nodes where forces were imparted through the impact hammer
in turn (33 nodal points altogether). Figure 6 shows the exper-
imental setup for the modal testing. Very heavy steel billets
are used to ensure proper fixity after using a properly bolted
connection at the cantilever end. Accelerometers were placed
near the supports to check whether near zero support mobility
is achieved during testing.

The finite element modelling of the beam was done with
shell element (S8R),25 implementing an equivalent single layer
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Figure 6. Experimental modal testing of the FRP cantilever beam.

Figure 7. Experimentally and numerically obtained mode shapes for the FRP
cantilever beam.

theory for layered composites.29 The parameters selected for
updating are the in-plane stiffness parameters of the beam, out-
of-plane shear modulus, and the damping constants. First, the
material constants are updated, followed by the estimation of
damping coefficients. The initial values to start the iterative
model updating process are selected from standard handbooks
and manufacturer’s data. Figure 7 shows the comparison be-
tween properly correlated experimental and numerical mode
shapes.

Frequencies obtained using updated elastic material param-
eters, along with the experimentally measured frequencies, are
shown in Table 3. The experimentally obtained modal damp-
ing factors are also shown.

The final MAC values between the experimental and up-
dated mode shapes indicate an excellent correlation. To have
better insight into the global updating process, the correlation
quantities CSAC and CSF were also computed, and excellent
correlations were achieved, except near some anti-resonant
points.

Table 3. Updated and experimentally observed natural frequencies and damp-
ing factors of the FRP cantilever beam.

Mode Updated Freq. Exp. Freq. Modal Damping
No. (Hz) (Hz) Factors (%)
1 25.63 25.61 15.56
2 160.06 160.85 2.84
3 399.28 399.28 2.43
4 445.54 442.65 1.47
5 865.86 867.96 1.26

Table 4. Experimentally obtained and updated material parameters.

Experimentally obtained Updated and finally used
Parameters elastic parameters (GPa) elastic parameters (GPa)

for damping matrix updating
Ex 33.05 31.66
Ey 31.80 31.80
Gxy 5.73 6.30
Gxz — 5.37
Gyz — 5.37

Table 5. Initial values of damping coefficients from experimentally obtained
modal damping factors of the FRP cantilever beam.

Mode considered Mode considered
for average values for average values a0 a1

of ω1 and ξ1 of ω2 and ξ2
Trial 1 1 2 7.93 4.71E-5
Trial 2 1, 2 5 17.07 6.42E-6
Trial 3 2 3 7.22 8.24E-5
Trial 4 2 4 8.78 2.19E-5
Trial 5 — — 60 1.00E-4
Trial 6 — — 20 2.00E-6

Next, static characterisation tests were carried out using
coupons that were prepared and tested quasi-statically as per
ASTM standard (No.D3039/D3039M),30 and the results are
presented in Table 4.

The experimentally obtained Poisson’s ratio is 0.15. For the
updating of the damping parameters, the initial values are se-
lected again from Eq. (9), in the same way as they were se-
lected in the numerically simulated example. A few such se-
lected sets of damping coefficients are shown in Table 5, along
with two arbitrary values to test the robustness of the algorithm
from distant points in this practical example.

The FRFs using different trial values of damping parameters
are shown in Fig. 8, and it is clear that they still differ from the
experimentally observed values. The regenerated responses
using the updated damping parameters, however, match almost
exactly with the experimentally obtained FRFs, as shown in
Fig. 9. The SAC value also approaches 1, indicating very good
global correlations.

Figure 10 shows comparisons between the experimental
FRFs and the numerically regenerated FRFs that use the ex-
perimentally obtained modal damping factors. The conver-
gence curves of the damping parameters from various initial
values are shown in Fig. 11, and are found to be monotonic
in all cases. The last updated parameters are found to be
a0 = 42.25 rad/s and a1 = 1.10E-5 s/rad, respectively, for this
FRP beam, as shown in the Fig. 11, considering five modes
altogether. The apparent improvement in global response pre-
diction can be attributed to the incorporation of a number of
modes, rather than using only a few selected modes (Eq. (9)).

To test the authenticity of the methodology developed, some
more FRFs are compared that were not used in the updat-
ing process, and the correlations are found to be excellent.
This was observed at most of the anti-resonant points, as well
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(a) FRFs compared before updating for Trial 1

(b) FRFs compared before updating for Trial 4

Figure 8. Typical comparison of experimental and trial FRFs at two selected
points using different values of viscous damping coefficients.

(as shown in Fig. 12). Even, the modes beyond the fre-
quency ranges considered also showed improved correlations
(as shown in Fig. 13).

The experimental investigation was then extended to cater
to the free boundary conditions, as well, and a two-step finite
element model updating procedure was performed. The free
boundary conditions were achieved by hanging the beam from
soft rubber threads of sufficient length so that the frequency
of oscillation was much lower as compared to the fundamen-
tal frequency of the free-free beam. The last measured width
and length of the beam were found to be 40 mm and 501 mm,
respectively, whereas the average thickness was measured to
be 10.12 mm. The schematic diagram showing the measure-
ment points, as well as a photograph of modal testing under
free boundary conditions, are shown in Fig. 14.

First the material properties were updated, followed by up-
dating the viscous damping parameters from the FRF data us-
ing the sensitivity-based model updating algorithm.

The updated in-plane Young’s moduli (Ex and Ey) were
found to be 31.85 GPa and 30.86 GPa, respectively. The in-
plane shear modulus (Gxy) was updated to a value of 6.31 GPa,
and the out-of-plane shear modulus (Gxz and Gyz) were up-
dated to 4.77 GPa and 5.56 GPa, respectively. The Poisson’s
ratio was measured to be 0.15. The experimentally obtained
first four frequencies were 165.87 Hz, 453.39 Hz, 800.44 Hz,
and 886.53 Hz, and the modal damping coefficients were mea-

(a) Comparison of FRFs after updating at point 23
due to force at point 14

(b) Comparison of FRFs after updating at point 23
due to force at point 29

Figure 9. Typical comparison of experimental and updated FRFs at two se-
lected points.

sured to be 2.59%, 1.30%, 2.52%, and 1.40%, respectively.
The experimental mode shapes are compared in Fig. 15 to the
finite element mode shapes, indicating very good correlations.

A typical set of FRF curves before and after updating are
also shown in Fig. 16, indicating good correlations in terms of
improved SAC values. The updated damping parameters are
found to be 49.3 rad/s and 5.09E-6 s/rad, which reproduces the
modal damping almost exactly.

5. CONCLUSIONS

A finite element model updating algorithm using measured
frequency response functions has been implemented to esti-
mate proportional damping parameters of a fibre-reinforced
plastic beam with different boundary conditions over a selected
frequency range of interest. It has been observed that the ma-
terial constants need to be updated a-priori before estimating
the damping parameters. The number of frequencies to be in-
cluded is case-specific, and for this example it gives very good
accuracy with only a few modes, with which even the out-of-
range frequency responses were regenerated with acceptable
accuracy. At present, the methodology assumes equivalent vis-
cous damping for all combined effects, such as boundary fric-
tion, etc.
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(a) Comparison of FRFs after updating at point 23
due to force at point 29

(b) Comparison of FRFs after updating at point 23
due to force at point 14

Figure 10. Typical comparison of experimental and numerically regenerated
(using the modal damping factors) FRFs.
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Acoustic Emission (AE) is one of the condition monitoring and diagnosing techniques of rotating machine elements
such as gears, bearings, etc. So far, many studies about fault diagnosis on gearboxes have been implemented
for vibration monitoring. In addition, a great deal of research on spur gears has been done for understanding
the possible gear faults by considering their acoustic characteristics. In this study, possible faults in gears were
analysed by the AE technique. A single-stage gearbox system comprising both helical and spur gears was used
to identify the existence of possible gear faults, such as pitting and cracking at the tooth root. Noise signal in
time-domain is converted to frequency-domain by using Fast Fourier Transform (FFT). In the experimental stage,
artificial faults were implemented, and some mathematical parameters such as Root Mean Square error (RMS),
Crest Factor (CF), and maximum value of noise level were considered to identify the fault occurrence at the
meshing gear. The results show that the AE technique is very effective in diagnosing the defects in a gear system
by a contactless measurement. Also, compared to the other diagnostic approaches, it is clear that the gear defects
can be determined at an earlier stage by the AE technique.

NOMENCLATURE
AE Acoustic emission
FFT Fast Fourier transform
RMS Root mean square
CF Crest factor
FCM Fault condition monitoring
EI Energy Index
fR1 Rotation frequency of 300 rpm
fR2 Rotation frequency of 500 rpm
fR3 Rotation frequency of 700 rpm
dB Decibel
SPL Sound pressure level
BPF Band pass filter
P (t) Instantaneous sound pressure
T Time interval averaging
xpeak Maximum peak value of the signal
PRMS Root mean square value of the sound pressure level
CF0 Crest factor for no loaded condition
CF1 Crest factor for 1 Nm loaded condition
CF3 Crest factor for 3 Nm loaded condition
RMS0 Root mean square value for no loaded condition
RMS1 Root mean square value for 1 Nm loaded condition
RMS3 Root mean square value for 3 Nm loaded condition

1. INTRODUCTION

In the industry today, in order to meet consumer needs, con-
tinuity of the production and safety of the processes are of
crucial importance. Continuous Fault Condition Monitoring
(FCM) can reduce downtime and the total cost of products. In
spite of the fact that the initial capital investment cost is high
for setting the FCM system, monitoring the health of the struc-
tures has a great importance, and FCM requirements in the in-
dustry are increasing day by day. Providing a method of early

detection of structural, mechanical, or electrical problems al-
lows operators to predict where faults occurred and suggest
an approximate time that the system will break down. Unex-
pected machine failure causes both hitches of the production
schedule and increases in cost with financial loss. For this rea-
son, Predictive Maintenance methods are very important. One
of them is the Acoustic Emission (AE) technique. It requires a
contactless measurement, which is an advantage for mechani-
cal systems and their parts. Any abnormalities or defects in the
machinery or equipment must be detected and analysed at an
early stage to avoid major problems. Therefore, FCM of rotat-
ing machinery, such as at gears and bearings, has a crucial role
in the industry, as it keeps the system in a healthy condition for
maximum productivity, while detecting and diagnosing faults
at an early stage. As a result, it is possible to prevent serious
problems, damages, and more cost.1

It is difficult to diagnose possible gear faults such as micro-
cracks and pitting because of their minimal effect on the sys-
tem, and these kinds of faults can lead to a rapid destruction
of the teeth in meshing gears. Micro-cracks and pitting in gear
teeth can be a catastrophic problem resulting in tooth break-
age while the system is running. Nowadays, fault diagnosis
techniques for rotating machinery, such as vibration monitor-
ing and temperature detection analysis, need a measurement
technique with contact. Although vibration monitoring tech-
niques are quite common for detecting and diagnosing faulty
conditions of rotating machinery, the AE technique provides
early detection of faults.2

In the last two decades, a new method for early fault diag-
nosis, the AE technique, has been researched and gained in-
creasing attention. AE is defined as a matter that results in
the generation of structure- or fluid-borne waves due to the
rapid release of energy from localised sources within or on the
surface of a material. The application of the AE technique is
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well documented in recent research, and investigators have ob-
served some advantages over classical monitoring techniques.
In gearboxes, some investigators have studied the application
of AE technology for diagnostic and prognostic purposes.3, 4

Other investigators analysed AE in detecting bending fatigue
on spur gears, and noted that AE was more sensitive to crack
propagation than vibration and stiffness measurements, and
AE was also found to be more sensitive to surface damage than
other fault condition monitoring techniques.5 Husin, et al.1 in-
vestigated the online fault condition monitoring techniques and
noted that AE was a complimentary tool for proactive mainte-
nance. Loutas, et al.6 employed some experimental research
on fault diagnosis of gearboxes by using the AE technique.
They generated some artificial defects on gears and obtained
satisfactory results from AE measurements. Tan and Mba7, 8

investigated the relations between the surface roughness, con-
tact resistance, and AE levels of spur gears under partial elasto-
hydrodynamic lubrication. These observations showed that
rotation speed was more efficient than loading conditions on
AE levels. They emphasized the surface roughness, rotation
speed, and oil temperature for AE measurements. Energy lev-
els of the acquired signal in the analysed time-domain and the
Energy Index (EI) for statistical measurements were noted in
Al-Balushi and Samanta’s work.9 They also studied one he-
licopter gearbox by using the AE technique, and comparisons
between AE and vibration measurements were implemented.
They indicated that AE was more sensitive on early fault di-
agnosis than the vibration method. In their work, spur gears
were used, and relations between oil film thickness, temper-
ature, and AE activity were analysed. It was shown that AE
activity was affected by surface asperity contacts more than
loading condition.10

Belsak and Flasker11 investigated the crack at the tooth root
of the gear, which was a common fault for gearboxes, and they
used time- and frequency-domain for damaged and defect-free
conditions on crack propagation. The same group12 investi-
gated the crack size and sideband occurrence by comparing
defect-free conditions by using short time frequency spectrum
analysis. Fault diagnosis on a single-stage gearbox test rig with
only spur gears, similar to vehicle gearboxes, was studied by
using FFT and RMS for obtaining the fault characteristics of
the gear.5 It was proved that the early fault detection on crack
propagation was possible by AE. Combet, et al.13 studied two
different waveform methods to obtain local and instantaneous
averages of the signals. Local faults were recognized, and they
found a diagnosing method dependent on the angle at a spe-
cial frequency range. Raja Hamzah and Mba14 noted that AE
results for spur gears were more sensitive than those for heli-
cal gears. Surface roughness and contact length was also im-
portant for the acoustic characteristics of gears. Baydar and
Ball15 used an instantenous power spectrum instead of time-
frequency distribution for helical gears, and they noted that
this method had an advantage not only for fixed loading con-
ditions, but also for variable loading conditions. The same re-
search group16 investigated the AE and vibration techniques on
a cracked gear tooth, a broken gear tooth, and local cracks by
using Wigner-Ville distribution, and they obtained results indi-
cating that AE has some advantages on early fault diagnosis.

Some diagnosing techniques17–19 were implemented by using
statistical measurements for helicopter gearbox transmission
systems, and these methods were found to be reliable, but some
of the experiments were not repeated.

In spite of the common use of vibration monitoring method
in rotating machinery, up to now, classical vibration monitor-
ing analysis techniques have not been enough for detecting in-
cipient failures such as pitting, micro-cracks, and surface wear
in gears. Machine conditions and faults such as gear failures,
unbalance, shaft missallignment, and bearing defects can be
monitored by using acoustic emission signals at machines’ op-
erating conditions. These signals can be used not only for
growing failures, but also for incipient failures of the rotating
machineries, to reduce or eleminate catastrophic damages. In
this study, the AE technique was used to analyse and evaluate
the gear defects on both spur and helical gears. This study was
employed as an experimental research and is organized as fol-
lows: Section 2 shows the materials and methods used in this
experimental study. Results obtained from the test system by
using the AE technique are outlined in Section 3. And Section
4 gives a conclusion about the experimental study on the gear
fault condition monitoring.

2. MATERIALS AND METHODS

In order to observe and analyse AE in gears, a gearbox test
rig was designed. Experiments were performed on a single-
stage gearbox test rig; that is, as a vehicles’ transmission sys-
tem. A 3 KW electric motor was used for both spur and helical
gears. A three-phase frequency inverter, Delta VFD-E, was
used for the case of different working speeds. A pinion gear
has 51 teeth and the driven gear has 70 teeth. The pinion gear
has fR1 = 5 Hz, fR2 = 8.3 Hz, and fR3 = 11.67 Hz rota-
tion frequencies for 300 rpm, 500 rpm, and 700 rpm rotation
speeds, respectively. Also, the meshing frequencies for both
pinion and driven gears are 255 Hz, 425 Hz, and 595 Hz for
300 rpm, 500 rpm, and 700 rpm rotation speeds, respectively.
In the experimental measurements, AE data was recorded af-
ter the following processes: (i) the gearbox system was run
for about 2 hours to satisfy a working condition stability of
the system, and (ii) an acoustic emission sensor was located to
collect the signal for data processing.

A tool for acoustic measuring, a Bruel-Kjaer (B&K)
portable and multi-channel pulse 3560-B-X05 analyser and
4189-A021 microphone with a pre-amplifier, were used to ob-
tain and analyse the results. An analysis programme was able
to evaluate the time- and frequency-domain analysis of the ob-
tained signals from the gearbox test rig. The analyser is able
to give necessary information about AE signals by measuring
Sound Pressure Level (SPL), which is a logarithmic measure
of the effective sound pressure of a sound relative to a refer-
ence value. It is measured in decibels (dB) above a standard
reference level. The commonly used ”zero” reference sound
pressure in air is 20 µPa.20 Sound pressure produces a signal in
the microphone of the sound level meter, and the output of the
signal is sent to the frequency analyser to get the character of
the noise. For all that, before all of the measurements, the test
environment and compatibility of the devices were checked.
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Table 1. Specification of spur and helical gears.

SPUR GEAR SPECIFICATION
Parameters Pinion Driven
No. of Teeth 51 70
Module 3 3
Shaft Angle 90◦ 90◦

Addendum 3 mm 3 mm
Dedendum 3.5 mm 3.5 mm
Pitch Circle Diameter 153 mm 210 mm
Face Width 25.1 mm 25.1 mm

HELICAL GEAR SPECIFICATION
Parameters Pinion Driven
No. of Teeth 51 70
Module 3 mm 3 mm
Shaft Angle 90◦ 90◦

Addendum 3 mm 3 mm
Dedendum 3.5 mm 3.5 mm
Pitch Circle Diameter 162.819 mm 223.477 mm
Face Width 25.1 mm 25.1 mm
Direction Right Left
Pressure Angle 20◦ 20◦

Helix Angle 20◦ 20◦

Figure 2. Gearbox Test System.

The AE signal was amplified and filtered using 20/40/60 dB,
AE PREAMP/100–1200 KHz with a band pass filter (BPF).
The PAC AE5A amplifier is a high performance AE system
that amplifies and filters received AE signals from the pream-
plifier. A block diagram of the measuring system is given in
Fig. 1.

Both spur and helical gears have a module of 3 mm. Dis-
tances for the shaft center of spur gears and the shaft center of
helical gears are 181.5 mm and 193.15 mm, respectively. De-
tailed information for the gears are given in Table 1. A sliding
mechanism was added to the system for setting the different
distances between the shaft centers. A loading disc was at-
tached to end of the driven gear shaft to load and break the
gear system. The test rig used to measure acoustic signals is
shown in Fig. 2.

Figure 3. (a) Gearbox test system with AE sensor; (b) Cracked tooth root; (c)
Pitting fault.

2.1. Acoustic Emission Technology

Acoustic emission is defined as the generation of transient
elastic waves by the rapid release of energy within or on the
surface of a material. According to Kaiser,21 crystalline solids
could propagate sound under a mechanical load. Kaiser used
high frequency sensors and electrical amplifiers to hear sounds
in a wide range of materials under loading conditions. AE sen-
sors are one of the most important tools for obtaining acoustic
sound, and they are usually made of piezocrystalls. AE sen-
sors detect mechanical movements or stress waves, and convert
them into an electrical signal.

The main advantage of AE is its high sensitivity. The AE
method is the most sensitive monitoring technique for early
fault detection in rotating machine elements, especially in to-
day’s industry. AE sensors can detect sound beyond the human
hearing frequency range, between 100 kHz to 1 MHz. AE de-
tection may not be enough for fault condition monitoring itself.
The important thing with the application of the AE technique is
the attenuation of the signal, and the AE sensor has to be close
to source of the noise generation. Therefore, in this study, the
AE sensor was placed close to the source of the noise gen-
eration; that is, at a 15 cm distance from the left side of the
meshing point, without any contact with the gears (Fig. 3).

Signals obtained from the AE sensor are transferred to a
B&K multi-channel pulse analyser and data acquisiton sys-
tem, passing through the pre-amplifier, which has a range 40
to 60 dB.

The traditional techniques for damage detection are based
on some statistical parameters of the vibration or acoustic en-
ergy. For defect-free conditions of gears, Stewart22 indicated
that the regular meshing component of the signal is dominated
by the mesh frequency and its harmonics. It is also observed
that the sidebands about the meshing components at the rota-
tional frequency of the gear.

Signal processing techniques (such as time and frequency
analysis) and some statistical-mathematical parameters (such
as RMS, CF, and average fault) were used to evaluate the faulty
conditions of a material. Sound pressure generally can be ex-
pressed as the effective sound pressure for a given period of
time. The effective value of sound pressure is the RMS value
of the instantaneous sound pressure taken at a point over a pe-
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Figure 1. Block diagram of experimental measurement.

riod of time, as

PRMS =

√
1

T

∫ T

0

P 2(t) dt; (1)

where P (t) is instantaneous sound pressure, and T is the av-
erage time interval.20 The CF is defined as the maximum peak
value of the sound pressure signal x, over a period of time (T )
divided by the RMS value of sound pressure, and is expressed
by

CF =
xpeak

PRMS
; (2)

where PRMS is the RMS value of the sound pressure, and xpeak

is the maximum peak value of the signal. CF values are usable
to understand the presence of a small amount of maximum lo-
cal defects over a signal.

3. RESULTS

In this study, gear faults were investigated by the AE tech-
nique. Some artificial faults were formed on gears for ex-
perimental investigations. The SPL of the AE signals were
measured at 300 rpm, 500 rpm, and 700 rpm shaft rotation
speeds, and both helical and spur gear faults were outlined in
a frequency spectrum under different loading conditions. Dry
friction conditions were considered for all measurements. By
considering the used running speeds, it was seen that the mesh-
ing frequency and its harmonics/sidebands were dominant be-
tween 0 and 1200 Hz. For this reason, the frequency range of
the signal in all measurements is arranged as 0 Hz–1200 Hz. In
order to eleminate the environmental noise effects, an isolated
condition from other noise sources, such as room and motor
noise, was implemented for the test system.

As seen in Fig. 4, AE peaks were due to the cracked tooth
root that appeared in the meshing harmonics of the gear, and
sidebands were also observed near the maximum fault fre-
quency; that is, 765 Hz gives the third harmonic of the gear.

As shown in Fig. 4, at 300 rpm, the crest factor for the no-
loaded condition (CF0) was 22.07, 1 Nm for the loaded con-
dition (CF1) was 21.02, and 3 Nm for the loaded condition
(CF3) was 20.97. When the gears are in an undamaged state,

Figure 4. Cracked tooth root fault for helical gear at 300 rpm rotation speed
under (a) no loaded condition, (b) 1 Nm loaded condition, and (c) 3 Nm loaded
condition.

the crest factor values were relatively lower than those of gears
in a faulty state because of the short peaks of the undamaged
state of the gear. As seen in the results, very high CF values
resulted from high peaks. The root mean square for the no-
loaded condition (RMS0) was 0.043 Pa, the root mean square
for 1 Nm for the loaded condition (RMS1) was 0.0067 Pa, the
root mean square for 3 Nm for the loaded condition (RMS3)
was 0.0069 Pa, and those RMS values show the efficient value
of faults. It can be clearly seen that there is an increase of RMS
values by loading condition.

Results for 500 rpm rotation speed are shown in Fig. 5. The
obtained SPL of the gear was higher than that of 300 rpm run-
ning speed’s results. Sidebands observed near the meshing har-
monics related to gear tooth cracks were observed at 700 Hz.
In this running speed, CF0, CF1, and CF3 were obtained as
21.98, 20.36 and 23.77, respectively. Also, RMS0, RMS1,
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Figure 5. Cracked tooth root fault for helical gear at 500 rpm rotation speed
under (a) no loaded condition, (b) 1 Nm loaded condition, and (c) 3 Nm loaded
condition.

Figure 6. Cracked tooth root fault for helical gear at 700 rpm rotation speed
under (a) no loaded condition, (b) 1 Nm loaded condition, and (c) 3 Nm loaded
condition.

and RMS3 were 0.0147, 0.0222, and 0.0267 Pa, respectively.
These RMS values show the efficient value of sound pressure
in the graph, and also those RMS values are increased due to
increasing loading condition.

Figure 6 gives the results of a 700 rpm rotation speed. As
outlined in this figure, SPL of the gear at 700 rpm was higher
than that of 300 and 500 rpm. The maximum value of SPL for
700 rpm rotation speed was observed at 700 Hz. At 700 rpm,
CF0, CF1, and CF3 were 24.4, 23.39, and 22.3, respectively.
Also, RMS0, RMS1, and RMS3 were obtained 0.0319, 0.0249,
and 0.0463 Pa, respectively.

Figure 7. Pitting fault for helical gear at 300 rpm rotation speed under (a) no
loaded condition, (b) 1 Nm loaded condition, and (c) 3 Nm loaded condition.

Figure 8. Pitting fault for helical gear at 500 rpm rotation speed under (a) no
loaded condition, (b) 1 Nm loaded condition, and (c) 3 Nm loaded condition.

For the case of pitting fault in the helical gear, the results
at a speed of 300 rpm are given in Figs. 7–9. AE peaks for
both cracked tooth roots and pitting faults were seen between
700 Hz and 850 Hz. However, pitting fault on the tooth surface
has lower sound pressure levels than that of cracked tooth root.
Statistical results for the crest factor were also given as 20.25,
19.86, and 18.8 for CF0, CF1, and CF3, respectively. RMS
values were calculated as 0.0026, 0.0028, and 0.0048 Pa for
no load, and loaded with 1 Nm and 3 Nm, respectively.

For 500 rpm running speed, calculated values of pitting on
the helical gear tooth surface are outlined in Fig. 8 as CF0 =

18.7, CF1 = 20.07, CF3 = 21.1, and RMS0 = 0.0036 Pa,

International Journal of Acoustics and Vibration, Vol. 21, No. 1, 2016 107



S. Ulus, et al.: AN EXPERIMENTAL STUDY ON GEAR DIAGNOSIS BY USING ACOUSTIC EMISSION TECHNIQUE

Figure 9. Pitting fault for helical gear at 700 rpm rotation speed under (a) no
loaded condition, (b) 1 Nm loaded condition, and (c) 3 Nm loaded condition.

RMS1 = 0.0045 Pa, and RMS3 = 0.0056 Pa.
In Fig. 9, at a running speed of 700 rpm, due to pitting

on the helical gear tooth surface, results were calculated as
CF0 = 17.8, CF1 = 18.317, and CF3 = 18.14, and RMS0 =

0.0039 Pa, RMS1 = 0.0061 Pa, and RMS3 = 0.0071 Pa. By
evaluating the results in Figs. 7–9, an increase was observed at
RMS values of SPL for pitting faults due to increasing loading
condition and rotational speed of the shaft. CF values are also
high as in the previous results. For easy evaluations, these sta-
tistical results of CF and RMS values for a helical gear with a
cracked tooth root and pitting faults are outlined in Table 2.

SPL for spur gears originated from cracked tooth roots and
pitting faults are presented in Figs. 10–15. Measurement re-
sults at a running speed of 300 rpm with and without loaded
conditions are depicted in Fig. 10. AE peaks at the loaded
condition are observed more clearly than those at no-loaded
condition. A measurement of 765 Hz indicates the third har-
monic of the gear at 300 rpm, and this result is based on the
gear fault itself, such as clearance on the gear shaft. Sidebands
near harmonic frequencies indicate faults such as a crack tooth,
a broken tooth, etc. CF and RMS values for a running speed of
300 rpm are shown in Fig. 10 as CF0 = 13.49, CF1 = 22.23,
CF3 = 23.59, and RMS0 = 0.00051 Pa, RMS1 = 0.0025 Pa,
and RMS3 = 0.0039 Pa. It is clear that the loading conditions
increase the RMS values.

Figure 11 indicates that the spectrum has similar character
with previous result at 500 rpm. The calculated values for CF
and RMS can be given as CF0 = 19.9, CF1 = 20.5, CF3 =

19.92, and RMS0 = 0.0037 Pa, RMS1 = 0.0069 Pa, RMS3 =

0.0068 Pa. In Fig. 12, SPL of the cracked tooth root at 700 rpm
are presented. The mathematical results are outlined as 22.98,
20.74 and 18.8 for CF0, CF1, and CF3, respectively. Similarly,
RMS values are given as 0.0033, 0.0049, and 0.0064 Pa for no
load, loaded with 1 Nm and 3 Nm conditions, respectively.

Figures 13–15 specify the results which originated from the

Figure 10. Cracked tooth root fault for spur gear at 300 rpm rotation speed
under (a) no loaded condition, (b) 1 Nm loaded condition, and (c) 3 Nm loaded
condition.

Figure 11. Cracked tooth root fault for spur gear at 500 rpm rotation speed
under (a) no loaded condition, (b) 1 Nm loaded condition, and (c) 3 Nm loaded
condition.

pitting fault on a spur gear’s tooth surface. SPL for a pitting
fault on the spur gear is not so evident for 300 rpm. Accord-
ing to the figure, the obtained statistical results are given as
CF0 = 18.81, CF1 = 18.9, and CF3 = 20.27, and RMS0 =

0.0023 Pa, RMS1 = 0.0014 Pa, and RMS3 = 0.0015 Pa. Fig-
ure 14 presents the results at a shaft running speed of 500 rpm.
These results are more evident than those found at 300 rpm.
The calculated parameters for CF and RMS are read as CF0 =

20.58, CF1 = 19.47, CF3 = 17.9, and RMS0 = 0.0051 Pa,
RMS1 = 0.0018 Pa, and RMS3 = 0.0030 Pa. The results at
a speed of 700 rpm, as seen in Fig. 15, show that two peaks
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Table 2. RMS and CF results of helical gears.

HELICAL GEAR RESULTS for HELICAL GEAR RESULTS for
CRACKED TOOTH ROOT FAULT PITTING FAULT
300 rpm 500 rpm 700 rpm 300 rpm 500 rpm 700 rpm

RMS0 0.043 0.0147 0.0319 0.0026 0.0036 0.0039
RMS1 0.0067 0.0222 0.0249 0.0028 0.0045 0.0061
RMS3 0.0069 0.0267 0.0463 0.0048 0.0056 0.0071
CF0 22.07 21.98 24.4 20.25 18.7 17.8
CF1 21.02 20.36 23.39 19.86 20.07 18.317
CF3 20.97 23.77 22.3 18.8 21.1 18.14

Figure 12. Cracked tooth root fault for spur gear at 700 rpm rotation speed
under (a) no loaded condition, (b) 1 Nm loaded condition, and (c) 3 Nm loaded
condition.

are observed as sidebands of the meshing harmonics, and are
evident without any loading. As confirmed from the figure, CF
and RMS values are calculated as CF0 = 27.93, CF1 = 22.6,
CF3 = 20.8, and RMS0 = 0.0275 Pa, RMS1 = 0.0019 Pa,
and RMS3 = 0.0039 Pa. CF values indicate the peak level
of the fault signal. A load at the gear wheel plate increases
RMS values. For easy evaluations, the statistical results of CF
and RMS values for a spur gear with a cracked tooth root and
pitting faults are outlined in Table 3.

When analysing the results, it can be seen that CF and RMS
values are related to damage severity in the gear unit. All CF
values indicate the damage with regard to its high value, as
discussed in work by Tan and Mba.8 RMS values show the ef-
ficient value of the signal between undamaged and faulty con-
ditions. From the results at the given operating time, it can
be seen that the greater the applied running speed, the greater
the AE RMS value. Higher running speeds and loading condi-
tions affect the RMS level of the signal increasingly. Besides
all these measurements, the maximum and average values of
the signals are increased. In addition, the measurements were
carried out after the assembly of different gear types with dif-
ferent faults in the experimental test rig. Measurements were
repeated five times for every gear type and condition. As seen
from Fig. 10 — that is, a cracked tooth root fault for a spur gear
at a rotation speed of 300 rpm — the dominant effect arises

Figure 13. Pitting fault for spur gear at 300 rpm rotation speed under (a) no
loaded condition, (b) 1 Nm loaded condition, and (c) 3 Nm loaded condition.

from the undamaged condition of spur gear. This problem is
probably due primarily to sensitivity losses of assembly con-
ditions, such as gear meshing characteristics, looseness, im-
perfect alignments of the shaft, etc.8, 10, 16 By comparison with
the RMS results, CF values have an irregular change in case of
loading and running speed changes of the system. As shown
in Eq. (2), the reason for this irregularity can arise from the
highest AE peak taken into account in the signal relative to
RMS.23, 24 In detecting and diagnosing fault signals, RMS re-
sults have been more indicative than CF values.

4. CONCLUSION

In this study, AE results obtained from the gearbox test sys-
tem were analysed under different running speeds and loading
conditions for both spur and helical gears. AE data was taken
in time domain and converted to frequency domain by using
FFT in order to clearly understand the occurrence of the fault
location and its source.

Measurements were implemented by using an acoustic sen-
sor near the meshing points of the gears without any contact to
the test system. The artificially created gear damages, such as
pitting and cracks at the tooth roots, were apparent in the AE
graphs. At the meshing frequencies, AE peaks indicate the nor-
mal condition of the gear. AE peaks observed near the mesh-
ing harmonics, which are called sidebands, indicate the gear
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Table 3. RMS and CF results of spur gears.

SPUR GEAR RESULTS for SPUR GEAR RESULTS for
CRACKED TOOTH ROOT FAULT PITTING FAULT
300 rpm 500 rpm 700 rpm 300 rpm 500 rpm 700 rpm

RMS0 0.00051 0.0037 0.0033 0.0023 0.0051 0.0275
RMS1 0.0025 0.0069 0.0049 0.0014 0.0018 0.0019
RMS3 0.0039 0.0068 0.0064 0.0015 0.0030 0.0039
CF0 13.49 19.9 22.98 18.81 20.58 27.93
CF1 22.23 20.5 20.74 18.9 19.47 22.59
CF3 23.59 19.92 18.8 20.27 17.9 20.8

Figure 14. Pitting fault for spur gear at 500 rpm rotation speed under (a) no
loaded condition, (b) 1 Nm loaded condition, and (c) 3 Nm loaded condition.

tooth damage, such as cracks and pitting faults. One of the sig-
nificant observations was the direct relation between AE level
and loading conditions. From the statistical values, RMS of
the SPL for both helical and spur gears is more consistent and
sensitive. Increasing loading and running speed conditions for
both gear types caused a change in RMS levels. Also, CF was
measured at more than 6, and indicated the damage with its
high value in all cases. CF shows the damage severity in com-
parison with the changing RMS value of the signal. The RMS
value of the sound signal changed with the loading conditions
at the given frequency range. The loading condition affected
the SPL of the gear, and AE peaks were observed at a higher
sound level. For this reason, the increasing peak level/RMS
ratio indicates a bigger CF value, which shows the severity of
the local fault. Corresponding to the running speed of the gear,
in general cases, an increasing speed increases the SPL of the
signal. Gear defects, loading, and running speed increasingly
affect the maximum and average values of the signal. All these
statistical measurements confirm the existence of a fault in the
gear system by comparing their reference value. Considering
the gear types used in the measurements, it can be concluded
that sound levels at helical gear meshing points are clearer, and
maximum and average values of the fault signal are more ap-
parent than that of spur gears.

Figure 15. Pitting fault for spur gear at 700 rpm rotation speed under (a) no
loaded condition, (b) 1 Nm loaded condition, and (c) 3 Nm loaded condition.
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Research testing has led to the development of an Elastomer Particle Damper (EPD), which can add considerable
damping to a structure by directing the vibration to a set of interacting elastomer particles through a rigid connec-
tion. This vibration treatment presents highly nonlinear behavior that is strongly dependent on both the vibration
amplitude and frequency. Curves of damping loss factor (DLF) of an EPD system with vertical motion as a func-
tion of frequency and acceleration are reported herein. The results show that the elastomer particle damper has
two distinct damping regions. The first region is related to the fluidization state of the particles, as described in
the literature, obtained when the damper is subjected to vertical acceleration close to 1 g and frequencies below 50
Hz. The second region presents high values of DLF to acceleration values lower than 1 g, and the frequency range
is dependent upon the stiffness of the particles. A high degree of effectiveness is achieved when the working fre-
quency of the elastomer particle dampers is tuned to a natural frequency of a plate and when they are strategically
located at points having large displacement. The performance of EPDs was compared with that of a commercial
constrained layer damping installed in an aircraft floor panel. The EPDs achieved an acceleration level attenuation
in the aircraft floor panel similar to that of the commercial constrained layer damping system.

1. INTRODUCTION

Traditional damping treatments use viscoelastic materials to
convert strain energy into heat energy through the relative in-
ternal motion between molecules. Energy dissipation can be
provided to a vibrating structure by a constrained damping
layer in which a viscoelastic material is sandwiched between
the structure to be damped and a stiff metal layer. Then, bend-
ing of the composite produces shear and the mechanical en-
ergy is dissipated in the middle layer as heat. These materials
have been used quite successfully to address problems of noise
and vibration control.1 However, the temperature sensitivity in
polymer-damping processes is a major disadvantage.2 Another
drawback is that the damper properties are strongly dependent
on frequency and strain.

As an alternative, the use of particle dampers (PDs) can be
an interesting solution. PDs are stiff enclosures containing
a large number of either elastic or viscoelastic particles (e.g.
sand, ball bearings, and elastomer balls) as shown in Fig. 1.
Damping performance of PDs is usually not strongly temper-
ature dependent and thus they can be used in harsh environ-
ments. Several studies have been carried out on PDs, mainly
with metal spheres, providing modeling and experimental re-
sults.3–7 However, in this study, elastomer particles were used
because the interaction between them is quieter, which is an
important aspect in noise and vibration control.

PDs can be added to a structure in two ways: 1) by attach-
ing an enclosure to an exterior surface or 2) by partially filling
manufactured or pre-existing voids inside the structure with

Figure 1. Schematic diagram of a particle damper.

particles.

The operating principle of PDs is based on energy dissipa-
tion through multiple inelastic collisions, interparticle friction,
and friction between the particles and the walls of the con-
tainer. The resulting system is highly nonlinear. Its damping
capacity is greatly dependent on the level of acceleration which
the container undergoes. There are a significant number of
parameters affecting the damper performance. These include
particle size, shape, number and density, the size and shape of
the enclosure, and the properties that affect the particle-particle
and particle-enclosure interactions, such as the coefficients of
friction and restitution.3
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PDs show different dynamic behaviors when the vibration
level changes. When the vibration amplitudes are very low,
the system is said to be in a “condensed state“, where the parti-
cles are in contact with each other and moving together. When
the amplitudes of vibration are high, it is said that the system
is in a “fluidization state“ where the particles move individu-
ally as fluid particles.8 During the transition between the two
regimes, in some regions the particles are fluidized and in oth-
ers they are still condensed. The presence of these two regimes
and the transition from one to another is also dependent on the
coefficient of restitution and the number of particles involved.
Other authors have also considered the presence of a “gaseous
state“ of the particles as they adopt a chaotic and uncorrelated
motion.9

The mass ratio between the particle damper and the primary
system is also an important parameter to take into account. The
size of a damping system with particle dampers is increased
with an increasing in this mass ratio.10 Even with a low mass
ratio, the particle dampers can be very effective in the attenua-
tion of vibrations.11

In addition, particle size significantly affects the energy dis-
sipation of the damper.12, 13 A particle damper with very small
particles dissipates energy mostly by friction. However, as
the particle size increases the energy will be mainly dissipated
through inelastic collisions. Furthermore, the efficiency of the
damper is highly dependent on the coefficient of friction of the
particles and not so much on the coefficient of restitution.14 In
the first part of this article, the fluidization state of an EPD
inserted in the free end of a beam fixed at its opposite end
forming a single-degree-of-freedom (SDOF) system was in-
vestigated. Frequency Response Function (FRF) curves are
obtained experimentally for different levels of excitation.

Subsequently, the study was expanded at frequencies of the
EPD system using the Power Input Method (PIM). Using this
method it was possible to raise the damping loss factor curves
as a function of the acceleration and frequency experienced by
the damper. The EPDs studied were applied for controlling a
vibration mode of a steel plate and the vibration level of an
aircraft floor plate.

Two types of elastomer particles were used and the curves
for the stress versus percent elongation for these materials are
shown in Fig. 2. These elastomers are referred to herein as
elastomers A and B. Elastomer B is stiffer than elastomer A.
The geometries of the elastomer particles are shown in Fig. 3.
These geometries are very irregular and two different geome-
tries of elastomer B were tested.

The gap formed by the free space between the container
and the particles is an important parameter in relation to the
damper efficiency. Results from several studies regarding the
optimal gap have been published.10, 11, 15–19 However, for sim-
plicity, PDs with roofless containers were considered in this
study. Thus, no particle collisions occurred in the upper wall
when the damper was subjected to accelerations greater than
1 g in the vertical direction.

Figure 2. Curves for the stress versus percentage elongation of the elastomers
used in the Elastomer Particle Damper (data provided by the manufacturer).

Figure 3. Geometry of elastomer particles used in the Elastomer Particle
Damper.

2. EXPERIMENTAL SET-UP MEASUREMENT
SYSTEM

2.1. Inertance Curves of Beam-EPD SDOF
System

The experimental set-up shown in Fig. 4 was implemented
for measuring the inertance in a SDOF cantilever beam sys-
tem where the PD was located at the free end. The aluminum
beam has a length of 280 mm, a width of 38 mm, and thickness
of 3 mm. The container was made of an acrylic rectangular
box of inner dimensions 100 mm in length, 100 mm in width,
and 50 mm in depth. The container was filled with 0.08 kg of
elastomer A particles up to a height of 21.3 mm. A vibration
exciter was used to apply a force at the center of the beam.
The applied force was measured using a force sensor inserted
between the shaker and the beam. An accelerometer was lo-
cated at the free end to measure the inertance FRF at this point
relative to the force applied to the center of the beam. The ver-
tical motion at the free end can be considered as an SDOF for
the first mode shape of the beam and relatively high levels of
acceleration are achieved.

A decrease in the length of the beam increased the natural
frequency of the SDOF system. To achieve higher frequen-
cies, it is necessary to clamp the two beam ends and place the
particle damper at the center.

At its first natural frequency, the SDOF system was excited
with a swept sine signal in order to obtain smoother curves
and thus more precise damping loss factor calculations. A fre-
quency bandwidth of 20 Hz, with the center frequency close to
the natural frequency of each SDOF system, was used. A set
of inertance curves alternating the acceleration of the box from
-30 dB to +10 dB (reference 1 g) was obtained.
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Figure 4. SDOF measurement system used to obtain the inertance FRF of the
elastomer particle damper.

Figure 5. Measurement system used to obtain inertance curves of the steel
plate with and without EPDs.

2.2. Inertance Curves of a Steel Plate with
and without EPDs

The measurement system used to carry out the inertance
measurements for a steel plate with and without EPDs is shown
in Fig. 5. The steel plate, with dimensions Lx= 41.2 cm,
Ly = 21.02 cm, and Lz = 0.21 cm, and mass of 1.357 kg was
discretized into 60 equally-spaced elements. The plate was
hung from a metal structure using nylon cables. In this way,
the plate was positioned horizontally and with free boundary
conditions. A vibration exciter connected to a power ampli-
fier was placed in the vertical direction at the right corner of
the plate. A data acquisition system is controlled by software
installed on a notebook. An impedance head was placed be-
tween the vibration exciter and the plate. An accelerometer
was placed alternately at each of the sixty plate elements.

Three cylindrical EPDs were each attached to the plate with
a total mass of 0.044 kg. Therefore, the mass ratio (the ra-
tio between the mass of the EPD and the mass of the primary
system) was 0.044 × 3/1.357 = 0.097. The inertance mea-
surement of the plate without dampers was carried out with
only one acceleration input level of -30 dB, considering a lin-
ear system. In the case of the steel plate with dampers, the
system is nonlinear, and the system was excited with different
acceleration levels at inputs from -42 dB to +7 dB (reference
1 g).

Figure 6. Experimental and simulated modal shapes of three first modes
of a steel plate with dimensions Lx = 41.2 cm, Ly = 21.02 cm, and
Lz = 0.21 cm. Left: Experimental results. Right: Finite Element Analy-
sis results.

Figure 7. Nodal lines of the first mode and proper placement of dampers for
damping the first mode of vibration.

2.3. Defining the Quantity and Position of
EPDs Needed for the First Mode of
Vibration

In order to determine the modal shapes of the steel plate
and to define the EPD position, measurements and numerical
simulations using a Finite Element (FE) approach were per-
formed. The finite element modeling was performed using
COMSOL Multyphysics 4.3. A plate geometry with dimen-
sions 41.2 × 21.02 × 0.21 cm3 and free boundary conditions
was defined. The plate was assumed isotropic with a Youngs
modulus E = 210 GPa, density ρ = 7860 kg/m3, and Pois-
sons ratio ν = 0.33. A fine mesh of shell elements and COM-
SOL eigenfrequency solver were used in order to perform this
modal analysis.

The three first mode shapes are shown in Fig. 6. The blue
lines are nodal lines, and red areas indicate the maximum dis-
placement. The mode shape of the first mode of the plate with
free boundary conditions, defined as mode [2 0], presents two
nodal lines and three areas of displacement. Therefore, it is
desirable to place at least one EPD inside each of these areas
(see Fig. 7).
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Figure 8. Steel plate with free boundary conditions. The vibration exciter was
located at a corner of the plate and the accelerometer at the elements of the
uniformly discretized plate. Left: Plate without dampers. Right: Plate with 3
EPDs. Dimensions are shown in Fig. 7.

Figure 8 shows a closer view of the uniformly discretized
horizontal steel plate with and without EPDs. The vibration
exciter appears in the lower right corner and the accelerometer
is positioned at the opposite corner.

2.4. Measurement Techniques Used
2.4.1. Half-power bandwidth method

Half-power bandwidth method was used to measure the
damping loss factor of the beam-EPD system and the vibra-
tion mode [2 0] of the steel plate with EPDs. This widely
employed method uses an FRF of the structure, such as the
inertance curve, and calculates the damping loss factor η using
the equation:

η = ∆ω/ω0; (1)

where ∆ω is the bandwidth defined by the frequencies corre-
sponding to the half-power point (-3 dB from peak value) and
ω0 is the resonance frequency of the SDOF system. Accord-
ing to Blake,20 the damping of the system is defined with good
approximation for η values lesser than 0.2.

In the plate, the driver point and response point were estab-
lished within the areas of greater displacement of the vibration
mode [2 0]. The driver point was located at an element situated
on a corner, and the response point was located at an element
at the center of the opposite side.

2.4.2. Power input method

Another method available to quantify the damping of a
structure is the power input method (PIM).21, 22 This method
uses the following equation to determine the damping loss fac-
tor:

η =
Re{Yii(ω)}

N∑
j=1

mjω|Yij(ω)|2
; (2)

where Yii is the point-driven mobility, Yij is the transference
mobility between the input point i and the response point j,
and mj is the mass of each of the N elements of the dis-
cretized structure. For the application of the method the sys-
tem must satisfy three key assumptions:23 (1) the replacement
of strain energy with kinetic energy, (2) linearity of the sys-
tem, i.e. the mobility is independent of amplitude, and (3) the
structure can be suitably discretized so that the kinetic energy
can adequately be determined with a modest number of ob-
servation points, each accurately representing the velocity of a
discretized mass.

Figure 9. Experimental set-up used to measure the damping loss factor of an
EPD as a function of acceleration and frequency.

As shown in Fig. 9, the EPD container was considered as a
stiff mass, and it was connected directly to the vibration ex-
citer. An impedance head was placed between the vibrator
exciter and the EPD container. Thus, only the point-driven
mobility curve Y was necessary to measure. In this situation,
Eq. (2) is written as

η =
Re{Y (ω)}
Mω|Y (ω)|2

; (3)

where M is the mass of the EPD container plus the particle
mass.

This method has a significant advantage over other forms
of damping loss factor measurement because it does not re-
quire the presence of a primary structure (as in the case of the
beam-EPD system) and because measurements can be carried
out at any acceleration level and frequency as desired.18 How-
ever, this relationship is approximate since the kinetic energy
of particles is not considered.

PIM was also used applying Eq. (2) to obtain the damping
loss factor for the steel plate with three EPDs considering the
60 elements of the uniformly discretized plate.

2.4.3. Spatial-average response

A commonly used measure of the plate surface vibration is
the space-average value of the time-average squared vibration
velocity defined by:24

〈v̄2〉 =
1

S

∫
S

v̄2dS; (4)

where the upper bar denotes time-average and 〈〉 denotes
space-average. S extends over the total vibrating surface of the
plate, v is the point velocity, and 〈v̄2〉 is known as the spatial-
averaged mean-square velocity.

Similarly, the spatial-averaged mean-square mobility can be
defined as

〈Ȳ 2〉 =
1

S

∫
S

Ȳ 2dS; (5)

where Y is the mobility function defined as Y (ω) =
v(ω)/F (ω).
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If a plate is discretized into N elements, then Eq. (5) is

〈Ȳ 2〉 =
1

S

N∑
j=1

Ȳ 2
ij∆Sj ; (6)

where i is the drive point where the force is applied. If the
N elements have the same dimensions and considering that
Ȳ 2 = Y 2

rms , then the spatial-averaged mean-square inertance
(or simply called spatial-averaged mobility) is given by:

〈Ȳ 2〉 =
1

N

N∑
j=1

(Y 2
rms)ij . (7)

The mobility curves were obtained exciting the system with
a swept sine signal from 20 Hz to 2 kHz.

2.5. Aircraft Floor Panel with EPDs
In order to test the actual performance of the EPDs, the at-

tenuation of the spatial-averaged response of an aircraft floor
panel with 60 uniformly distributed EPDs on its surface and
with a commercial constrained damping layer were compared.
The aircraft panel is made of a honeycomb aluminum core
and two epoxy/glass skin layers. The dimensions of the panel
were 1.47 m×0.61 m. The thickness and mass of the panel
were 10.5 mm and 2.79 kg, respectively. Each cylindrical EPD
had a total mass of 0.0306 kg. Therefore, the mass ratio was
0.0306 × 60/2.79 = 0.66. The mass of the damping layer
was 1.917 kg and thus the mass ratio was 0.69. The vibra-
tion treatments applied to the aircraft floor panel are shown in
Fig. 10. Figure 11 shows the measurement system employed
for this purpose. The vibration exciter was located at the bot-
tom of the floor base, in the vertical direction, at two different
points. The system was exited with white noise, and the re-
sponse was measured at 8 randomly located points on the floor
panel surface. Finally, the spatial-averaged response of the 8
points was calculated. A single acceleration-level curve was
obtained allowing easy comparison of the performance of the
two vibration control treatments applied to the floor panel.

3. RESULTS AND DISCUSSION

3.1. Beam-EPD SDOF System
3.1.1. Fluidization state

Recent research studies reported by the authors have led to
the development of a type of particle damper consisting of elas-
tomer particles of irregular geometry held within a container.10

Based on the work of Liu et al., this EPD was inserted into
the SDOF experimental system shown in Fig. 4, and the FRF
curves were obtained for different levels of excitation.3 White
noise with a bandwidth of 50 Hz centered at 25 Hz was used
as the excitation signal, and the results are shown in Fig. 12(a).
A set of inertance FRF curves were obtained alternating the in-
put power from -30 dB to +10 dB for an EPD with 0.08 kg of
elastomer particles.

As noted above, this system is highly nonlinear. When the
excitation level is low (-30 dB), the curves show a peak at a
lower frequency compared with the corresponding curve for

Figure 10. (a) Aircraft floor panel with a constrained layer damping system.
(b) Aircraft floor panel with 60 elastomer particle dampers attached to the
bottom and evenly spaced under the panel.

Figure 11. Mounting and measurement system used for testing the aircraft
floor panel.

the empty box due to increased mass. As the level of excita-
tion increases, the curves become wider and have a lower peak
value which indicates an increase in the damping. Initially, the
curves are smooth and later show fluctuations, which are due
to the stick-slip friction mechanism, as explained by Papalou
and Masri.4 As the level of excitation significantly increases,
the frequency of the peak value on the FRF curve begins to
shift toward that of the peak value on the curve for the empty
box. This is because once the particles start to spend more time
in the air, the effective mass decreases and there is a point at
which the curve reaches the lowest peak value. This point was
defined by the authors as the fluidization point of the particle
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Figure 12. Inertance FRF curves for an elastomer particle damper in a SDOF
system as a function of the power input level applied to the center of the beam.
(a) System excited with white noise. (b) System excited with a swept sine
signal.

damper.25 At this point, the attenuation of the peak value and
damping achieved is the maximum possible for this damper.
The frequency of the fluidization point is between the natural
frequency of the system with the empty box and that for the
box with particles. Note that the fluidization point is achieved
when the EPD is subjected to vibration with acceleration close
to 1 g, that is, the acceleration needed to overcome gravity. Un-
der this condition, the particles adopt the behavior of a mov-
ing fluid with random shape, and a high degree of damping
is achieved through friction as well as the inelastic collision
between the particles and the walls.

However, due to the high degree of irregularity associated
with the FRF curves obtained for the EPD, which are shown
in Fig. 12(a), it was difficult to accurately determine the center
frequency and half-power band. This problem was solved by
exciting the system with a swept sine signal, and smooth FRF
curves were obtained. Fig. 12(b) shows an example of the FRF
curves obtained with this type of signal. This is consistent with
previously published results which indicated that the harmonic
and random excitation will each cause the damper to behave
in a different manner.4 Thus, the response of such dampers is
also dependent on the type of excitation.

Figures 13 and 14 show the 3D plots of the inertance as a
function of the acceleration and frequency of the SDOF system
for the box without particles and the box containing 0.08 kg
of elastomer particles, respectively. These figures facilitate an
understanding of the fluidization phenomenon, which was ex-
plained above by comparing the response of the systems with
and without particles. When particles are absent, the system
is practically linear for the entire acceleration range studied.
When the particles are placed in the box, greater attenuation by
damping is achieved when the system is excited with a power
input close to 0 dB. Above this value, the frequency of the
inertance peak values increases, tending toward the value cor-
responding to the empty box (27 Hz).

The results obtained in this previous study are encourag-

Figure 13. 3D plot of the inertance of the SDOF system with the box without
particles as a function of the power input and frequency.

Figure 14. 3D plot of the inertance of the SDOF system with the box con-
taining 0.08 kg of elastomer particles as a function of the power input and
frequency.

ing. However, they were obtained for natural frequencies of
the SDOF system between 20 and 30 Hz. Thus, the dissipative
behavior of the elastomer particle damper in a wider frequency
range needs to be determined so that the applicability of this
damper to noise and vibration problems can be established.
Since this damping system is dependent on the acceleration
to which it is subjected, this variable also needs to be studied.
Thus, experimental curves for the damping as a function of
the acceleration and frequency of an elastomer particle damper
with 0.04 kg of particles were obtained and are reported herein.

3.1.2. Damping loss factor as a function of accelera-
tion and frequency of EPD system

The damping loss factor of an EPD with 0.04 kg of elas-
tomer particles was measured as a function of acceleration and
frequency. The PIM was used considering Eq. (3). The results
are shown in Figs. 15 to 18, each showing a 3D plot with two
views. The left-hand image gives an isometric view and in the
right-hand the graph is viewed from above (top view), showing
the damping loss factor in the acceleration-frequency plane.

A damping region is present at low frequencies, starting at
20 Hz, with acceleration value close to 0 dB, namely around
1 g of acceleration, which is associated with the fluidization
phenomenon observed in earlier studies. In addition to the
damping region where fluidization occurred, it was found that
this EPD presents another region of damping at an acceleration
level lower than 0 dB (reference 1 g). This is a positive feature
because the EPD may also be used in structures subjected to
relatively small acceleration levels.

Figure 15 shows the damping loss factor of the EPD sys-
tem with 0.04 kg of elastomer A particles. We observed the
region of highest damping between 30 and 40 Hz. This region
overlaps with the fluidization region.

Figure 16 shows the damping loss factor for the EPD sys-
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Figure 15. 3D plots for the damping loss factor of an EPD system with 0.04 kg
of elastomer A particles as a function of acceleration and frequency.

Figure 16. 3D plots for the damping loss factor of an EPD system with 0.04 kg
of elastomer B particles as a function of acceleration and frequency.

tem with 0.04 kg of elastomer B particles. For this EPD, there
is an increase in the frequency range of the maximum damp-
ing region to values between 60 and 90 Hz. This is probably
because elastomer B is stiffer than elastomer A. The region of
fluidization is observed with greater clarity at low frequencies
due to less overlapping with the other damping region.

Figure 17 shows the damping loss factor of the EPD system
with 0.04 kg of small elastomer B particles. Since these parti-
cles are made of the same material as those related to the data
in Fig. 16 but are of smaller size, they have a higher stiffness;
therefore, the region of highest damping is shifted to frequen-
cies in the range of 80 to 120 Hz. This figure also clearly shows
the fluidization region at around 1 g of acceleration.

Figure 18 shows the damping loss factor of the EPD system
with a 0.04 kg rigid steel mass glued to the container (with
no particles in the container). The damping obtained was not
significant showing that in the previous cases damping was
achieved due to the presence of the particles inside the box.

3.2. Steel Plate with EPDs
In order to control the vibration mode [2 0] of the steel plate,

three EPDs were applied. The working frequency of the EPDs
was tuned to the natural frequency f2,0 of the steel plate. The
EPDs were strategically located as explained in Section 2.3.

These results are presented in two sections. Section 3.2.1
reports the measurements obtained with the half-power band-
width method in order to analyze the attenuation achieved at
the natural frequency f2,0 by applying different levels of accel-
eration at the input. Section 3.2.2 reports the results obtained
in the frequency band between 20 Hz and 2 kHz for the spatial-

Figure 17. 3D plots for the damping loss factor of an EPD system with 0.04 kg
of small elastomer B particles as a function of acceleration and frequency.

Figure 18. 3D plots for the damping loss factor of an EPD system with 0.04 kg
of rigid mass (no particles in the container) as a function of acceleration and
frequency.

averaged mobility and the damping loss factor of the steel plate
with and without EPDs using the PIM method.

3.2.1. Attenuation and damping at natural frequency
f2,0 of the steel plate

Figure 19 shows the inertance curves centered at the natural
frequency of the plate with and without dampers. The black
curve corresponds to the plate without dampers and the other
curves correspond to the plate with three EPDs, with differ-
ent acceleration levels applied at the input. A large attenuation
of the peak value is observed for each curve. It can be ob-
served that, as expected, the lower the applied acceleration, the
greater the damping peak value for the attenuation of the plate.
This behavior is in contrast to that of the case when the EPD
is not tuned to the natural frequency of the system, as is the
case for the curves shown in Fig. 12. In this case, the curves
exhibit greater attenuation when the EPD is subjected to accel-
erations close to 1 g and less attenuation when the acceleration
decreases. In this situation, the damping region associated with
the fluidization state of the particles prevails.

Figure 19b shows the same curves as that in Fig. 19a but in
a 3D plot using data interpolation. The inertance curves are
shown as a function of the frequency and acceleration experi-
enced by the EPD. The color bar shows the inertance values (in
dB) associated with each color on the graph. The peak value
of the inertance curve for the plate without dampers at natural
frequency f2,0 was 52.7 dB. The greatest attenuation of the ac-
celeration level was 31 dB, obtained with the lowest level of
acceleration at the damper of -42 dB.

The damping loss factor for each of the curves in Fig. 19a,
obtained for the plate with three EPDs and without EPDs, was
calculated using the half-power bandwidth method. The re-
sults are shown in Fig. 20. Given that the steel plate with-
out dampers shows linear behavior, which means that the FRF
curves do not vary with the amplitude of excitation, only one
inertance measurement was taken and the calculated damping
loss factor η was 0.0032. The damping loss factor of the plate
with dampers was much higher for all levels of acceleration
applied. The maximum value was 0.2, obtained with the low-
est level of input acceleration of -42 dB, in agreement with the
attenuation results. The minimum value for η was 0.07, which
was obtained with an input acceleration level of -0.8 dB.

3.2.2. Attenuation and damping in the frequency
range of 20 Hz to 2 kHz

Mobility curves in the frequency range of 20 Hz to 2 kHz
were obtained for each of the 60 evenly spaced elements on the
steel plate with and without the EPD. These curves were used
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Figure 19. Inertance curves of the steel plate with three EPDs with differ-
ent acceleration levels. (a) Inertance curves as a function of frequency. The
black curve corresponds to the plate without EPDs. (b) The inertance curves
presented in a) shown as a function of frequency and acceleration.

Figure 20. Damping loss factor of the steel plate with and without EPDs
obtained with the half-power bandwidth method at natural frequency f2,0.

to obtain the curves for the spatial-averaged mobility (shown in
Fig. 21) and for the damping loss factor using the PIM method
(shown in Fig. 22).

The peak corresponding to the natural frequency f2,0 =
64 Hz of the steel plate without dampers was almost elimi-
nated by the use of the EPDs as can be observed in Fig. 21.
The peak attenuation value was close to 24 dB. Above this
natural frequency f2,0, the EPDs still provide damping for the
plate. At frequencies between 70 Hz and 2 kHz, it was ob-
served that some peaks were greatly attenuated (> 15 dB),
others were slightly attenuated (around 5 dB) and some were
not attenuated. At the natural frequency f1,1 = 78 Hz the
attenuation was small, and the peak value at the natural fre-
quency f2,1 = 164 Hz was not attenuated. This is because
in both cases, the dampers were located along the nodal lines
of each mode where the displacement is zero; therefore, the vi-
bration is not effectively transmitted to the dampers. The nodal
lines can be seen in Fig. 6. Figure 22 shows the damping loss
factor for the steel plate with three EPDs, obtained through
the PIM method in the frequency range of 20 Hz to 2 kHz.
A high damping peak centered at 60 Hz, which defines the

Figure 21. Spatial-averaged mobility curves of steel plate with and without
EPDs.

Figure 22. Damping loss factor of a steel plate with three EPDs obtained
through the Power Input Method (PIM).

damper working frequency, is clearly observed. Furthermore,
the dampers provided damping of over 2% across almost the
entire frequency band analyzed, decreasing only above 700 Hz,
approximately. This damping curve is consistent with the at-
tenuation obtained for the plate shown in Fig. 21, where the
peak near 60 Hz was strongly attenuated and most other peaks
were attenuated by the damping added to the plate.

3.3. Aircraft Floor Panel with EPDs
Figure 23 shows the spatial-averaged acceleration level of

the aircraft floor panel without damping treatment. This curve
is taken as a reference to calculate the vibration attenuation of
the floor panel with a damping layer treatment.

Figure 24 shows the vibration attenuation of the spatial-
averaged response of the aircraft floor panel with two types of
vibration control treatments: a constrained damping layer and
the 60 EPDs. It can be verified that the two treatments show
similar performance, although higher attenuation is provided
by the constrained layer at high frequencies (above 600 Hz)
and higher attenuation is provided by the EPDs at mid-range
frequencies (60 to 300 Hz).

4. CONCLUSIONS

An initial study on the dynamic behavior of a SDOF can-
tilever beam system with an EPD on the free end was carried
out. A fluidization state was observed, as described in the lit-
erature. For the vertical displacement of the EPD, this state
appears when the acceleration is close to 1 g and the particles
adopt a motion similar to that of a fluid. The vibration en-
ergy dissipation mechanism is due to the friction and inelastic
collisions between the particles themselves and between the
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Figure 23. Acceleration level of the aircraft floor panel with stiff connection.
Gray curves: acceleration level measured at each of eight randomly located
points on the panel. Black curve: spatial-averaged acceleration level.

Figure 24. Attenuation of the spatial-averaged response of the aircraft floor
panel with two damping vibration control techniques: 60 EPDs and a commer-
cial constrained damping layer.

particles and the walls of the container. The inertance peak
value decreases as the acceleration increases down to a mini-
mum value before increasing again. When the minimum peak
value on the curve is reached, the maximum possible damping
is achieved by the system. Thus, it was appropriate to define
the fluidization point of an EPD as the point at which this min-
imum inertance peak value occurs.

The study on the damping loss factor as a function of accel-
eration at a fixed frequency was expanded, and it was observed
that the fluidization process is maintained for a few decades
of frequency. In addition, another region where the particle
dampers provided a high degree of damping was noticed. In
this study, it was found that the frequency range was depen-
dent upon the particle stiffness. Greater particle stiffness is
associated with a higher center frequency of the band damping
of the EPD.

These results open up a broader field of application, where
the acceleration in the vertical direction of the particle damper
is not limited to being close to 1 g, but may be lower. How-
ever, this indicates the need to model the damping frequency
as a function of parameters such as the stiffness, mass, and
the coefficient of restitution of the particles. Discrete element
models have been comprehensively applied to particle dampers
and might represent a good alternative for modelling.12, 13, 26–30

The effectiveness of EPDs is greatly improved when the
working frequency is tuned to a vibration mode of a plate and
when the dampers are strategically located at points at which
high displacement occurs. In particular, the three EPDs in this
study, tuned to the vibration mode [2 0] of a steel plate, were
applied. The result was that the peak of the spatial-averaged
mobility curve corresponding to this vibration mode was atten-

uated by 24 dB and was almost eliminated. Above the working
frequency of the EPD (70 Hz to 2 kHz), the damper continues
adding damping to the plate, achieving a damping loss factor of
between 1 and 8%. In this frequency range, the added damping
achieves an attenuation peak of up to 15 dB.

The performance of the EPDs was compared with that of a
commercial constrained damping layer installed in an aircraft
floor panel. The EPDs achieved an attenuation of the accelera-
tion level on the aircraft floor panel similar to that of the com-
mercial damping layer, with a somewhat better performance at
mid-range frequencies and slightly poorer performance at high
frequencies. These results are quite encouraging considering
that elastomer particle dampers offer advantages such as easy
construction, independence of temperature, and durability.

The work described in this article has been concerned with
vertical excitation of the particle damper. Although the re-
sults presented here have demonstrated the effectiveness of the
damper, further work should also address the effects on the
damper performance of both the direction of excitation and the
shape of the damper body.
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Book Reviews

Machining Dynamics: Frequency
Response to Improved Productivity

By: Tony L. Schmitz and K. Scott Smith
Publisher: Springer Science + Business Media
2009, Hardcover, 303 pages with CD of numeric
examples in MATLAB
ISBN 978-0-387-09644-5
Price: US $179

Schmitz and Smith demon-
strate the importance of modal dy-
namics theory in machining per-
formance in their book based on
graduate courses they offer in me-
chanical vibrations and manufac-
turing.

The book includes seven
chapters—each one featuring an
epigraph of Einstein’s sayings.
The most interesting appears
in Chapter 3: “Make every-
thing as simple as possible, but
not simpler” (“Turning Dynamics”). Indeed, their book
illustrates how difficult it is to simplify the power of physico-
mathematical simulation for the manufacturing processes
because of the complexity of real phenomena.

The first chapter is the introduction. In Chapter 2 “Modal
Analysis”, the authors introduce the readers to the elements of
the theory of 1-DOF and 2-DOF mechanical systems. In Chap-
ters 3–7 (which are named “Turning Dynamics”, “Milling Dy-
namics”, “Surface Location Error in Milling”, “Special Top-
ics in Milling”, and “Tool Point Dynamics Prediction”), the
authors demonstrate the applications of analysis, both in the
frequency and time domains, to the real problems of machin-
ing dynamics. One of them—the chatter caused by the relative
movement of the work piece and cutting tool—notably affects
such typical machining processes as turning, milling, drilling,
and grinding. Generally, the vibration is one of the main lim-
iting factors for high-speed machining. The associated noise
issue may also be important.

The authors consider both forced and self-generated vibra-
tion. Their approach is to show how the vibration effect can
be understood and alleviated with the help of analytical and
numeric simulations. Even though the authors made their cal-
culations as simple and straightforward as possible, the book
does not seem to be easy for reading. Some equations look
quite cumbersome just because of their notable size. It looks
like unimportant routine mathematics could be omitted in most
cases with no challenge to the final equations obtained. Cer-
tainly, the multiple brief conclusions (“In a nutshell”) made
to summarize and specify the methods and effects are helpful.
The students, however, should do their homework studies (in
particular, using the MATLAB examples on the CD) to better
understand the methods and results under study.

Some of the discussion seems to be unnecessarily lengthy,
and the book could be improved by splitting it into two main
parts: one for manufacturing engineers (with mostly verbal
models and recommendations) and a separate one for design
engineers (with analytical and numeric models and results).
Both groups could benefit from the first part, while vibration
specialists could get a more advanced knowledge from study-
ing the second part. The other well-known Einstein quotation
is recommended for the second part: “Intellectuals solve prob-
lems, geniuses prevent them”.

While the book is for important for machining dynamics,
such changes might be incorporated into the next edition to
make the book more popular with future engineers and scien-
tists.

Roman Vinokur
ResMed Motor Technologies, Chatsworth,
CA, USA.
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IIAV 2016 Elections

President-Elect (2016–2018)

Eleonora Carletti

Eleonora Carletti obtained her
M.Sc. degree in physics in 1979
and served as a lecturer in ap-
plied physics at the University of
Ferrara for several years. She
joined the Italian National Re-
search Council of Italy in 1984.
Currently she is the head of the
Acoustics and Vibration Depart-
ment at the Institute of Agricul-
tural and Earth-Moving Machin-

ery (IMAMOTER) and is a contract professor at the University
of Modena - Engineering Department, within the University
M.A. degree program in “Oleodinamics”. Her area of expertise
is the noise and vibration control of complex sources and her
recent activity mainly concerns product sound quality applied
to machinery. She is a member of the Expert Noise Group at
the European Commission (DG GROWTH) and a member of
the Scientific Advisory Board of the Acoustics Research Insti-
tute of the Austrian Academy of Sciences in Vienna. She has
been a member of the Presidency Committee of the Acousti-
cal Society of Italy (AIA) from 2002 to 2013 and a member
of the Director Board of the Acoustical Society of Italy from
2014 to the present. She has been an active member of the In-
ternational Institute of Acoustic and Vibration (IIAV) for many
years, serving IIAV in the position of Vice President for Pro-
fessional Relations from 2008 to 2012 and in the position of
Director from 2000 to 2004, from 2006 to 2010 and from 2013
to the present. She served as one of General Chairs of the 22nd
International Congress of Sound and Vibration (ICSV22) held
in Florence, Italy, in July 2015.

Vice-President for Professional Relations
(2016–2020)

Marek Pawelczyk

Marek Pawelczyk obtained his
M.Sc. in 1995, Ph.D. in 1999,
D.Sc. (habilitation) in 2005, and at-
tained the scientific title of professor
in 2014. He is currently a full titu-
lar professor at the Silesian Univer-
sity of Technology, and holds the po-
sitions of vice-director of the Institute
of Automatic Control, and head of the
Measurements and Control Systems

Division. He is an author of three books on active control,

about 150 journal and proceedings papers, and five patent ap-
plications. He has been a frequent reviewer for several inter-
national journals, book publishers, international conferences,
and Ph.D. theses in several countries. He cooperates closely
with industrial companies. He is a co-investigator of several re-
search projects including: ultrasonic monitoring of petroleum
fractions; safety monitoring in mines; active personal hearing
protections systems; active noise control in industrial halls; ac-
tive control of machinery; noise reduction in large-scale HVAC
systems; active noise control in headrests; and semi-active
control of vehicle suspension. He has received many prizes
from domestic and international organizations. He has been in-
volved in the IIAV for many years. Since 2008 he has been the
Managing Editor of the International Journal of Acoustics and
Vibration. In 2007-2011 he served as the IIAV Vice-President
for Communications, and in 2012-2014 President of the IIAV.
He was the General Chair of the 16th ICSV held in Krakow,
Poland, in 2009.

Directors (2016–2018)

Luis Bento Coelho
Luis Bento-Coelho graduated

in electrical engineering from the
Instituto Superior Técnico, in Lis-
bon, Portugal, and received M.Sc.
and Ph.D. degrees from the In-
stitute of Sound and Vibration
Research (ISVR), University of
Southampton, UK. He is cur-
rently emeritus professor at Insti-
tuto Superior Técnico (IST), Lis-
bon University, where he is Head
of the Acoustics and Noise Con-

trol Group. Luis Bento-Coelho is a fellow of the International
Institute of Acoustics and Vibration (IIAV), Doctor Honoris
Causa of the University of Pitesti, Romania, a chartered acous-
tical engineer of the Portuguese Council of Engineers, and
President of the General Assembly of the Portuguese Acousti-
cal Society. He was a member of the EU Noise Policy Work-
ing Group on the Assessment of Exposure to Noise, member
of the European Green Capital City Award Expert Panel (Eu-
ropean Commission), and is a member of the European Ex-
pert Panel on Noise (European Environmental Agency). He
was chair of the 12th International Congress on Sound and Vi-
bration (ICSV12), held in Lisbon in 2005 and has served as
both President and Vice-President of IIAV. He has more than
200 publications in acoustics in major journals and conference
proceedings. His current research interests focus on modeling
sound emission and propagation in rooms and in urban envi-
ronments.
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News
John Davy

Dr John Davy has been an
acoustics researcher for 42 years,
mainly in the area of building
acoustics. He currently has of-
fices at CSIRO and at RMIT Uni-
versity in Melbourne, Australia.
For the past six years he has been
a regular visitor to the University
of Canterbury in Christchurch,
New Zealand. He is the chair of
the Australian Government’s In-
dependent Scientific Committee

on Wind Turbines. He chairs one committee and is a mem-
ber of another committee of the National Association of Test-
ing Authorities, Australia. John has been a member of the
Scientific Committee for 16 ICSV conferences, attended four
ICSV conferences and co-authored a paper at another ICSV
conference. He was the Technical Programme Co-chair for
the Inter-noise 2014 conference which was held in Melbourne,
Australia. John served as a member of two European COST
Actions on acoustics topics between 2009 and 2014. He is the
author of 120 scientific papers.

Ricardo E. Musafir
Ricardo E. Musafir obtained his

BS in civil engineering (1978),
and his MS (1984) as well as his
DS (1990) in mechanical engi-
neering (acoustics). He is an asso-
ciate professor in both the (grad-
uate) Department of Mechanical
Engineering, and in the Depart-
ment of Water Resources and En-
vironmental Sciences, (School of
Engineering), at the Federal Uni-
versity of Rio de Janeiro, Brazil.

He has served as editor for general acoustics for the Journal
of Sound and Vibration since 2009. His research areas of in-
terest include aeroacoustics, sound source modeling, and envi-
ronmental acoustics. He has been involved in noise legislation,
having helped make the noise ordinances for the city and for
the state of Rio de Janeiro. He is a member of the Brazilian
Standards Committee on Acoustics. He has published 15 pa-
pers in major scientific journals and 75 in conference proceed-
ings. Ricardo E. Musafir has been an IIAV member since 2000,
having attended and presented papers in most of the ICSV con-
gresses since then. He was General Chair of ICSV18, which
took place in Rio de Janeiro in 2011, and served as member of
the IIAV Board of Directors for the period 2010-2014.

Georges Kouroussis
Georges Kouroussis was

awarded a master’s degree in
mechanical engineering from
the Faculty of Engineering of
Mons in France June 2002. He
was also awarded a PhD in
applied sciences from the FPMs
on the vibratory nuisance of
ground vibrations in May 2009.
He works presently as senior
lecturer/associate professor in
the Department of Theoretical

Mechanics, Dynamics and Vibrations of the University of
Mons. He takes part in the Theoretical Mechanics and Dy-
namics Labs, exercises and courses. Georges Kouroussis was
appointed Associate Editor of “Shock and Vibration” in 2015.
He also serves on the editorial boards of the “International
Journal of Rail Transportation”, “Urban Rail Transit” and
“Transport”.

James Talbot
James Talbot graduated from

Cambridge University with a BA
and MEng degree in Mechani-
cal Engineering, having been a
sponsored student of Westland
Aerostructures. He went on to
spend two years with the engi-
neering consultancy, Atkins, be-
fore returning to Cambridge to
complete his PhD on the vibration
isolation of buildings. This was
followed by his post-doctoral re-

search within the EU project CONVURT on the control of
noise and vibration from underground railways. After working
on the CONVURT project, Dr Talbot returned to Atkins where
he spent a further nine years working primarily in the fields
of vibration engineering and structural integrity. His experi-
ence covers experimental work, and theoretical analysis and
design, from across a wide range of industries. Dr Talbot re-
turned to Cambridge University in 2013 as a lecturer in the
Structures Group of the Civil Engineering Division. He was
elected an official fellow of Peterhouse (College), where he is
director of studies for first-year undergraduates in engineering.
He is a chartered engineer and a fellow of the Institution of Me-
chanical Engineers, and a member of the Institute of Acoustics
(UK) and the International Institute of Acoustics and Vibration
(IIAV.)
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Obituary Notice

Obituary Notice of Franz Ziegler

It is with great sadness that we have to announce the death
of Franz Ziegler, Professor Emeritus of Rational Mechanics at
the TU Vienna, and the President of the International Institute
of Acoustics and Vibration (IIAV) in 2006-2008, who passed
away on January 4, 2016. He was named as an Honorary Fel-
low of IIAV.

Franz Ziegler joined the Faculty of Civil Engineering of the
Vienna University of Technology (TU Vienna) in 1972, where
he taught and conducted research for over 34 years, serving as
the Head of the Institute of Rational Mechanics. While Franz
“retired” to emeritus status in 2006, he remained active in re-
search, and editorial activities until his death.

Franz Ziegler was highly recognized internationally. He
was an exceptionally innovative researcher in various fields
of theoretical and applied mechanics, such as wave propaga-
tion, deterministic and random vibrations of elastic and inelas-
tic structures, thermal stresses, fluid-structure interaction, dy-
namic plasticity, structural control, and numerical and experi-
mental methods in structural dynamics. The results and find-
ings of his research are recorded in about 300 papers published
in peer reviewed journals, books, and conference proceedings.
He was the author of the comprehensive textbook “Mechanics
of Solids and Fluids”, published in several editions in German,
English, and Russian. As a Member of the Editorial Board

of various prominent scientific journals, particularly as an Edi-
tor of Acta Mechanica, Franz dedicatedly served the scientific
community.

The contributions of Franz Ziegler were recognized through
many awards, including the Peter Kapitza medal of the Russian
Academy of Natural Sciences, and the EUROMECH Solid
Mechanics Prize. He was awarded as Honorary Doctor of
the Polytechnical State University of St. Petersburg, Rus-
sia. He was elected Full Member of the Austrian Academy
of Science, elected Member Abroad of the Russian Academy
of Natural Sciences, and elected Member Abroad of the Rus-
sian Academy of Sciences. He served as Secretary General
of the International Union of Theoretical and Applied Me-
chanics (IUTAM), President and Deputy President of the In-
ternational Association of Applied Mathematics and Mechan-
ics (GAMM), President of the International Institute of Acous-
tics and Vibration (IIAV), and Chairman of the Board of the
Austrian Association of Earthquake Engineering and Struc-
tural Dynamics (OGE).

The funeral service was held in the church and burial in the
cemetery of the town of Gattendorf, Province of Burgenland,
Austria, on January 23, 2016.

Franz Ziegler will be sorely missed.
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