Location Optimization of Monopole Equivalent Sources in Wave Superposition Method
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In wave superposition method, the prediction accuracy of acoustic pressure heavily depends on the locations of equivalent sources. In this paper, the prediction accuracy corresponding to monopole equivalent source is studied. According to analysis in this paper, when the velocities on some boundary nodes are inversely calculated using the predicted pressures, there is velocity reconstruction error, and the prediction error of the acoustic pressure and the velocity reconstruction error are closely related. The relationship between them is theoretically derived and indicates that the prediction error decreases with a decrease in velocity reconstruction error. Based on these findings, a method to determine the optimal locations by minimizing the normalized velocity reconstruction error is proposed. A frequency threshold criterion is devised to give the frequency range for certain number of equivalent sources within which good prediction accuracy of the acoustic pressure can be obtained. The proposed method is validated by simulation and experiment, respectively. The results show that the method significantly reduces prediction errors and is feasible.

1. INTRODUCTION

Boundary element method (BEM) is established as a well-known numerical tool for predicting acoustic pressure in infinite domain. In the BEM, boundary surface discretization is only required, and the Sommerfeld radiation condition at infinity is naturally satisfied.1–3 However, the system matrices of BEM are usually non-sparse and non-symmetric, which increases the processing time and storage requirements.2 Furthermore, the non-uniqueness problem occurs at characteristic wave numbers corresponding to interior problems.2,3 Different methods including the CHIEF and the Burton-Miller methods to overcome the non-uniqueness problem have been devised.1–4 In the CHIEF method, the integral formulation is modified by adding equations to enforce solutions to vanish at points in the interior. Thus, the fictitious solutions can be differentiated from the true ones. But there is a lack of rigorous criteria for selecting interior points and determining the limit of stability.3 The Burton-Miller method, in which the integral equation is combined with its normal derivative, theoretically precludes non-unique solutions. However, the various orders of singular integrals of Green’s function must be numerically described and can lead to inefficiencies in computation.4 During the past few decades, tremendous progresses in the development of BEM are moving the application of BEM in predicting acoustic radiation in infinite domain. For example, with the recent developments in fast multipole BEM, the computational efficiency is significantly improved.5 The relevant work of BEM is still on its way.6–9

Koopmann et al. proposed the wave superposition method (WSM) based on the idea that the radiated acoustic field of a radiator can be constructed as a superposition of the fields generated by an array of equivalent sources located on an auxiliary surface in the radiator.10 The source strengths are determined by the specific normal velocity distribution on boundary surface. Thus, the singular integrals of Green’s function,4,11–14 which are involved in BEM when the acoustic pressure prediction points are located on the boundary surface, are eliminated. Only matrix operations are needed for the acoustic pressure prediction. Therefore, this method greatly simplifies the process of acoustic pressure prediction and is easily realized using computer programming. WSM has been applied to calculation of acoustic radiation.15–17 However, the prediction accuracy of acoustic pressure using this method strongly depends on the locations of the equivalent sources, particularly for the radiators with complex geometric shapes. Determining the locations becomes a problem. If the sources are far from the boundary surface, the system equations become ill-conditioned and the prediction accuracy of acoustic pressure is greatly affected. Alternatively, if equivalent sources are located near the boundary surface, the singularity occurs and erroneous predicted results will be obtained. The equivalent source locations are distinguishing for different structures. These lead to that until now there is no available commercial software of WSM to predict acoustic pressure.

To determine the equivalent source locations, some researches have been proceeded. Bai provided an effective methodology for finding the optimal distance for WSM ap-
lications, and indicated that the optimal distance was not a unique value and may well depend on many factors. Fahnline studied the prediction accuracy and stability of the wave superposition method using singular-value decomposition, and provided physical insight into the nature of an acoustic field by the approximate singular-function expansion of the acoustic radiation. His research further showed that the nodes should be equally spaced. The cause of the non-uniqueness problem (due to too small singular value) was also discussed. Hwang and Chang developed a regular integral equation for the exterior acoustic radiation based on the surface source distribution. It has been indicated that the offset distance between the equivalent source and boundary surface must be larger than one-quarter of element size for a certain meshing pattern. Gounot and Musafir devised a genetic algorithm to search for the optimal equivalent source sets. This approach permits a good reconstitution of the pressure field by using very few monopoles. However, this search algorithm fails for large number of sources. Zellers and Wu analyzed the diagonal terms in related matrices. The diagonal terms were substituted by the derived approximate analytical expression self-terms. As an example of the application of the technique, acoustic radiation from a uniformly pulsating sphere was analyzed and compared with the analytic solution. The results showed that the approximate analytical expressions of the monopoles were only consistent with the analytical solutions in the low-frequency range.

In this paper, the relationship between the prediction error of the acoustic pressure and velocity reconstruction error on the boundary is theoretically derived. An optimization method to determine the locations of equivalent sources is proposed to improve the prediction accuracy. A frequency threshold criterion is devised to make the predicted pressure accuracy acceptable. The applicability of this proposed method is demonstrated by numerically investigating the acoustic field of two models including a uniformly pulsating sphere and designed shell structure. The proposed method is further validated by experiments of a cylindrical shell and a clamped plate.

2. THEORETICAL BACKGROUND

The wave superposition method (WSM) is based on the idea that the radiated acoustic field of a radiator can be constructed as a superposition of the fields generated by an array of simple sources, which are called equivalent sources and located on an auxiliary surface enclosed in the radiator. The resulting pressure at a receiver point \( r \) is defined as:

\[
p(r) = i \rho \omega \int_V q(r_0)g(|r - r_0|)dV(r_0);
\]

where \( i^2 = -1; \rho \) is the mean density of the medium; \( \omega \) is the angular frequency of the harmonic vibration of surface \( S \), which encloses volume \( V \) of the radiator; \( q(r_0) \) is the strength of the simple source distribution, which is evaluated at \( r_0 \) inside \( V \), as shown in Fig. 1a; and \( g(|r - r_0|) = -e^{ik|r-r_0|/4\pi|r - r_0|} \) is the free-space Green’s function, where \( k = \omega/c \) is acoustic wavenumber, and \( c \) is the speed of acoustic in the acoustic medium.

There is no restriction on the location of \( r_0 \), and it can be placed anywhere in \( V \). In general, these simple sources are assumed to distribute over on surface of a fictitious spherical shell. Through some algebraic operations and discretization, Equation (1) is rewritten as:

\[
\hat{p}(r) = \sum_{i=1}^{N} s_i g(r, r_i);
\]

where \( \hat{p}(r) \) denotes an approximation of \( p(r) \); \( r_i \) is the location of the \( i \)th equivalent source on the auxiliary surface, as shown in Fig. 1b; and \( s_i \) is the source strength of the \( i \)th equivalent source.

The boundary condition on the surface of the radiator is defined by:

\[
\nabla p(r_s) \cdot n_s = -ik\rho c v(r_s) \quad \text{on} \ S;
\]

where \( \nabla \) represents the gradient operator with respect to the receiver location \( r_s \) on the boundary surface; \( n_s \) is the unit normal vector at location \( r_s \) on the boundary surface; and \( v(r_s) \) is the normal velocity at \( r_s \). Substituting Eq. (2) into Eq. (3) and applying it to \( N \) nodes on the surface of the radiator, the...
source strengths can be determined. Thus, the radiated acoustic pressure at any field point is determined as:

$$\hat{p}(r) = \sum_{j=1}^{N} \left( \sum_{i=1}^{N} g(r, r_j) D_{ij}^{-1} \right) v(r_j);$$  \hspace{1cm} (4)

where \(v(r_j)\) is the normal velocity corresponding to the \(j\)th node on the boundary; and:

$$D_{ij} = \frac{\partial g(r_{si}, r_j)}{\partial n_{si}}.$$  \hspace{1cm} (5)

### 3. EQUIVALENT SOURCE LOCATION OPTIMIZATION

#### 3.1. Velocity Reconstruction Error

Equation (3) indicates that the pressure and the vibration velocity on the boundary are not independent. In this section, the relationship between the prediction error of acoustic pressure and the surface velocity reconstruction error is analyzed. From Eqs. (3) and (4), the normal velocity at arbitrary location \(r_s\) on the boundary can be expressed as:

$$\hat{v}(r_s) = \sum_{j=1}^{N} \left( \frac{1}{ik \rho c} \sum_{i=1}^{N} \frac{\partial g(r_s, r_i)}{\partial n_s} D_{ij}^{-1} \right) v(r_j) = \sum_{j=1}^{N} N_j(r_s) v(r_j);$$  \hspace{1cm} (6)

where \(N_j(r_s)\) is the velocity interpolation function. When \(r_s = r_{sh}\) (\(r_{sh}\) is the location of the \(h\)th node on the boundary surface), \(N_j(r_{sh})\) is written as:

$$N_j(r_{sh}) = \frac{1}{ik \rho c} \sum_{i=1}^{N} \frac{\partial g(r_{sh}, r_i)}{\partial n_s} D_{ij}^{-1} = \sum_{i=1}^{N} D_{hi} D_{ij}^{-1}.$$  \hspace{1cm} (7)

Equation (7) indicates that \(N_j(r_{sh})\) is the summation of the product of the \(h\)th row of matrix \(D\) and the \(j\)th column of \(D^{-1}\). Thus, \(N_j(r_{sh})\) is exactly unity when \(h = j\) and zero when \(h \neq j\) due to \(DD^{-1} = E\), where \(E\) is the identity matrix. Therefore, \(N_j(r_{sh}) = \delta_{hj}\), where \(\delta_{hj}\) is the Kronecker delta. Because of the property of the Kronecker delta, the calculated surface normal velocities on the nodes are identical to the prescribed values, which are used to obtain the source strengths, i.e., \(\hat{v}(r_{sh}) = v(r_{sh})\), \(h = 1, 2, \ldots, N\). Because the prescribed normal velocities on these surface nodes can be exactly reconstructed and the imaginary part of \(N_j(r_s)\) is zero at these nodes, the imaginary part of \(N_j(r_s)\) vanishes when \(N\) approaches infinity. However, it is not always zero for finite \(N\) values. This behavior results in velocity reconstruction errors on the surface, i.e., the reconstructed velocity \(\hat{v}(r_s)\) is not identical to the prescribed value \(v(r_s)\) when \(r_s \neq r_{sh}\).

In this paper, the errors of the predicted acoustic pressure and the reconstructed velocity on the boundary surface are represented by \(\varepsilon_p = p(r_s) - \hat{p}(r_s)\) and \(\varepsilon_v = v(r_s) - \hat{v}(r_s)\), respectively, where \(v(r_s) = v(r_s)\) and \(\varepsilon_v = \hat{v}(r_s)\). Because \(p(r_s)\) and \(\varepsilon_p\) satisfy Eq. (3), the following equation is obtained.

$$ik \rho c \varepsilon_v(r_s) = \nabla \varepsilon_p(r_s).$$  \hspace{1cm} (8)

The linearized equations of the conservation of mass and state are given as:

$$\frac{\partial \rho'}{\partial t} + \rho \nabla \cdot v(r_s, t) = 0, \rho(r_s, t) \approx c^2 \rho'(r_s, t);$$  \hspace{1cm} (9)

where \(\rho'(r_s, t)\) is the fluctuating quantity of the medium density. Only considering harmonic steady state conditions, the pressure \(p(r_s, t)\) and vibration velocity \(v(r_s, t)\) can be written as \(p(r_s, t) = p_s(r_s) e^{-i \omega t}\) and \(v(r_s, t) = v_s(r_s) e^{-i \omega t}\). Their approximations are given as \(\hat{p}(r_s, t) = \hat{p}_s(r_s) e^{-i \omega t}\) and \(\hat{v}(r_s, t) = \hat{v}_s(r_s) e^{-i \omega t}\). Thus, the following equation is obtained.

$$\nabla \cdot \varepsilon_v(r_s) = \frac{ik \rho c}{\varepsilon_p(r_s)}.$$  \hspace{1cm} (10)

Substituting Eq. (8) into Eq. (10) yields:

$$\nabla^2 \varepsilon_p(r_s) + k^2 \varepsilon_p(r_s) = 0.$$  \hspace{1cm} (11)

It can be noted that \(\varepsilon_p(r_s)\) satisfies the Helmholtz equation. Equation (8) can be rewritten as:

$$ik \rho c \varepsilon_v(r_s) \cdot n_s = \frac{\partial \varepsilon_p(r_s)}{\partial n_s}.$$  \hspace{1cm} (12)

Thus, this boundary condition is satisfied by \(\varepsilon_p(r_s)\). Because both \(p(r)\) and \(\hat{p}(r)\) satisfy the Sommerfeld radiation condition, the following equation at infinity is obtained.

$$\lim_{r \to \infty} r^\alpha \left( \frac{\partial \varepsilon_p(r)}{\partial r} + ik \varepsilon_p(r) \right) = 0;$$  \hspace{1cm} (13)

where \(r\) denotes a cylindrical or spherical polar radius, and \(\alpha\) is equal to 1/2 in the two-dimensional case (2D) and equal to 1 in three-dimensional case (3D). Hence, \(\varepsilon_p(r_s)\) satisfies the Sommerfeld radiation condition at infinity.

Analogous to the pressure wave, an error wave of the pressure prediction that corresponds to the velocity reconstruction error appears to be radiated from the radiator. Obviously, \(\varepsilon_p(r_s)\) is small when \(\varepsilon_v(r_s)\) is small. Thus, \(\varepsilon_v(r_s)\) can be used to reflect the prediction accuracy of the acoustic pressure. As a result, the optimal locations can be determined by minimizing the velocity reconstruction error. In WSM, the non-uniqueness problems of monopole equivalent source at the eigen-frequencies that correspond to the locations of the sources can be eliminated by adjusting the locations. Therefore, the non-uniqueness problems can be avoided in the optimal locations.

#### 3.2. Equivalent Source Location Determination

To accurately predict the acoustic pressure, the dipole matrix \(D\) should be diagonally dominant. This condition requires that each source must be paired with the corresponding node on the boundary surface, and that the distance between the source
and node is less than that from any other source to the node. However, only a few structures, such as the sphere and infinite circular cylinder, can satisfy this condition. To reduce the optimization parameters for determining the optimal locations, equivalent sources are located on an auxiliary surface that is extracted from the actual structure boundary by scale coefficient $S_t (0 < S_t < 1)$. The auxiliary surface has a similar geometric shape to the radiator. The coordinates of the sources are obtained by multiplying $S_c$ with the surface nodes. Thus, the parameters are reduced to one.

To determine the optimal $S_c$, a method is proposed by minimizing the normalized velocity reconstruction error, which is defined as:

$$
\varepsilon_v = \frac{\int [v(\mathbf{r}_s) - \hat{v}(\mathbf{r}_s)]dS}{\int v(\mathbf{r}_s)dS} \times 100\% \approx \frac{\sum_{j=1}^{N} S_j |v(\mathbf{r}_{sj}) - \hat{v}(\mathbf{r}_{sj})|}{\sum_{j=1}^{N} S_j |v(\mathbf{r}_{sj})|} \times 100\%. \tag{14}
$$

To calculate $\varepsilon_v$, the boundary surface is divided into two meshing patterns: modes $A$ and $B$. In Eq. (14), $S_j$ is the area of the $j$th node in mode $B$. Here, it should be noted that the nodes of mode $A$ do not coincide with those of mode $B$. The nodes of mode $A$ are used to obtain equivalent sources, and the prescribed velocities on the nodes are used to calculate the acoustic pressure. According to Eq. (6), the constructed velocities $\hat{v}(\mathbf{r}_{sj})$ on the nodes of mode $B$ are interpolated using the prescribed velocities on the nodes of mode $A$ for each $S_c$. For each $S_c$, $\varepsilon_v$ is obtained by substituting $\hat{v}(\mathbf{r}_{sj})$ and the prescribed velocities $v(\mathbf{r}_{sj})$ on the nodes of mode $B$ into Eq. (14). Then $S_c$ that corresponds to the minimum $\varepsilon_v$ is selected as the optimal value. The radiated acoustic pressure is predicted in the determined auxiliary surface. The designed objective function is:

$$
\begin{align*}
\text{Objective function} = \min (\varepsilon_v(S_c, k)) \\
S_c \in (0, 1), k = k_1, k_2, \ldots, k_n
\end{align*}
\tag{15}
$$

3.3. Frequency Threshold Criterion

It is known that the acoustic wavelength decreases with the increase in vibration frequency. Therefore, for a certain number of equivalent sources, the threshold of frequency within which the prediction accuracy of acoustic pressure in WSM is acceptable is limited. Besides that, the threshold is distinguishing when the equivalent sources are located on different auxiliary surfaces. Hence, it is indispensable to give the threshold in the optimal auxiliary surface to ensure the predicted results are acceptable for the given number of equivalent sources.

When the sources are located on the determined auxiliary surface, the radiated acoustic pressure in the exterior region to radiator can be expressed as\textsuperscript{10}:

$$
p(\mathbf{r}) = i\rho \omega \delta_\tau \int_{\sigma} q(\mathbf{r}_\sigma)g(\mathbf{r}, \mathbf{r}_\sigma)d\sigma(\mathbf{r}_\sigma); \tag{16}
$$

where $\sigma$ is the determined auxiliary surface and $\delta_\tau$ is a constant value for thickness.\textsuperscript{10} The discretization of Eq. (16) can be achieved by subdividing the auxiliary surface into a set of small quadrilateral or triangular elements. The integral over the auxiliary surface is approximated by summations of integrals over each element. The spatial coordinates and acoustic variables within an element can be related to the nodal values by shape functions. Then, the appropriately weighted Gaussian quadrature formula is used to calculate the element integrals. Using the isoparametric surface element, the global coordinate $\mathbf{r}_\sigma$ and the source strength $q(\mathbf{r}_\sigma)$ on each element can be approximated by:

$$
\mathbf{r}_\sigma = \sum_{h=1}^{M} N_h \mathbf{r}_h \quad \text{and} \quad q = \sum_{h=1}^{M} N_h q_h; \tag{17}
$$

where $N_h$ is the known shape function; $\mathbf{r}_h$ is the local coordinate; $q_h$ is the nodal values of the source strength; and $M$ is the number of element nodes.

The discretized form of Eq. (16) based on the isoparametric transformation is given as:

$$
p(\mathbf{r}) = i\rho \omega \delta_\tau \sum_{h=1}^{K} \sum_{i=1}^{M} H_{ih}(\mathbf{r})q_h; \tag{18}
$$

where $K$ is the number of elements and $H_{ih}$ is given as:

$$
H_{ih}(\mathbf{r}) = \int_{\sigma_i} g(\mathbf{r}, \mathbf{r}_\sigma)N_h d\sigma(\mathbf{r}_\sigma). \tag{19}
$$

Equation (19) represented in the $s-t$ coordinate, for quadrilateral element and triangular element respectively, are the form of:

$$
H_{ih}(\mathbf{r}) = \int_{-1}^{1} \int_{-1}^{1} g(\mathbf{r}, \mathbf{r}_\sigma(s, t))N_h(s, t)J(s, t)dsdt; \tag{20}
$$

$$
H_{ih}(\mathbf{r}) = \int_{-1}^{1} \int_{-1}^{1} g(\mathbf{r}, \mathbf{r}_\sigma(s, t))N_h(s, t)J(s, t)dsdt; \tag{21}
$$

where $J(s, t)$ is the Jacobian of the transformation. For two-dimensional Gaussian quadrature formula, the upper bound of error is given as\textsuperscript{20}:

$$
\left| \int_{-1}^{1} \int_{-1}^{1} H(s, t)dsdt - \sum_{l=1}^{m} \sum_{j=1}^{n} w_l w_j H(s_l, t_j) \right| \leq 2(E_1 + E_2); \tag{22}
$$

where $m$ and $n$ denote the number of Gauss integral points in $s$ and $v$ direction, respectively; $w_l$ and $w_j$ are the Gauss weighting factor for the corresponding Gauss points $s_l$ and $s_j$; $E_1$ and $E_2$ are the estimated relative errors.

The primary variations of the integrands in Eq. (20) and Eq. (21) are determined by the terms that can be characterized by $e^{-ikr}/r^p$, $p = 1$ or 2. Therefore, the following integral can be representative of the actual integrals to estimate the Gaussian quadrature error bounds.

$$
H = \int_{\sigma_i} e^{-ikr}/r^p d\sigma, \quad p = 1, 2, 3. \tag{23}
$$
Considering that the Jacobian is almost constant within an element and the distance from the field point to the element is not severely varied, $E_1$ and $E_2$ are determined as:\[ E_1 = \frac{\pi}{2(p-1)!} \left( \frac{kL_1}{4} \right)^{2n} \prod_{l=0}^{2n} \left( \frac{l+p-1}{l!} (2m-l) \right)! \left( \frac{1}{kr_{\min}} \right); \]
\[ E_2 = \frac{\pi}{2(p-1)!} \left( \frac{kL_2}{4} \right)^{2n} \prod_{l=0}^{2n} \left( \frac{l+p-1}{l!} (2m-l) \right)! \left( \frac{1}{kr_{\min}} \right); \]

where $L_1 = \max(L_{12}, L_{34})$ and $L_2 = \max(L_{23}, L_{41}); r_{\min}$ is the minimum distance between the field point on the boundary and the element. To ensure convergence of the Gaussian quadrature, $k < \min(4/L_1, 4/L_2)$. For triangular element, the same criteria can be obtained. Let $L_{\text{max}}$ denote the maximal size of all the elements on the optimal auxiliary surface. To make the prediction accuracy of acoustic pressure acceptable, the criterion should be satisfied:
\[ k < 4/L_{\text{max}}. \]

### 4. NUMEICAL SIMULATION

#### 4.1. Validation of Equivalent Source Location Determination Method

In what follows, acoustic radiations from a uniformly pulsating sphere with radius $a = 1$ m and vibration velocity amplitude $v = 1$ m/s, and a radiator, as shown in Fig. 2, are presented to illustrate the use of the method. The acoustic medium is air with its density $\rho = 1.21$ kg/m$^3$, and the speed of acoustic $c = 343$ m/s. For the two radiators, the numbers of elements on the boundary for modes $A$ and $B$ are shown in Table 1, where TE and QE represent triangular and quadrilateral elements, respectively. Although there is no known analytical acoustic pressure for the designed radiator, an exact solution can be obtained using the substitute velocity boundaries, which is equivalent to that from a point source, that is, a simulation point source, in the structure surface. The prescribed normal velocity on the boundary surface is generated by placing an acoustic point source in the radiator. If the radiator vibrates under such a boundary condition, the radiated pressure must be equal to that generated by the point source. A monopole source that is a simulation point source is set at a fixed location with coordinate $(0.15$ m, $0$ m, $0$ m) for the designed radiator.

In this paper, $\varepsilon_1(\%)$ and $\varepsilon_2(\%)$ is used to represent the relative errors of the real and imaginary components of the predicted acoustic pressure, respectively. The root-mean square norms of them are given by:
\[ \varepsilon_{\text{real}} = \sqrt{\frac{1}{M} \sum_{m=1}^{M} \varepsilon_{1m}^2}, \quad \varepsilon_{\text{imag}} = \sqrt{\frac{1}{M} \sum_{m=1}^{M} \varepsilon_{2m}^2}, \]

where $\varepsilon_{1m}$ and $\varepsilon_{2m}$ represent the relative errors of the real and imaginary components of the acoustic pressure at node $x_m$, respectively. To study the effect of the equivalent source locations on the accuracy of the predicted result, $\varepsilon_{v}, \varepsilon_{\text{real}}$ and $\varepsilon_{\text{imag}}$ on boundary nodes of the two radiators are plotted for different $k$ and $S_c$ values in Figs. 3 and 4.

Figure 2. Shape and size of the designed radiator.

These results show that the locations have a remarkable influence on the accuracy of the predicted acoustic pressure, and that the errors change with $S_c$. Clearly, it can be seen that $\varepsilon_{v}, \varepsilon_{\text{real}}$ and $\varepsilon_{\text{imag}}$ show the almost identical trend, the prediction accuracy increases when $\varepsilon_v$ decreases, and good prediction accuracy is obtained in the optimal auxiliary surface corresponding to minimum $\varepsilon_v$. Hence, $\varepsilon_v$ is a good indicator of the prediction accuracy of the acoustic pressure. It is also observed that the prediction accuracy is relatively more sensitive to the source locations for complex radiator. From the data of the errors, the accuracy of the predicted values is acceptable at $0.19 \leq S_c \leq 0.37$ for the designed radiator.

To further test the effectiveness of the proposed method, the predicted acoustic pressure in optimal auxiliary surface is compared to those in other retracted surfaces on an arbitrary selected field point, $P_1 = (0$ m, $0$ m, $1$ m) and $P_2 = (0.15$ m, $0$ m, $0.5$ m) for the sphere and designed radiator, respectively. Figures 5 and 6 show the comparison results, where the calculation frequency $k$ satisfies the requirement of $k \leq 4/L_{\text{max}}$.

The comparison results show that the numerical solutions in the optimal auxiliary surface are consistent with the exact solutions, and the prediction accuracy is significantly improved in the optimal auxiliary surface. Furthermore, it is shown again that the prediction accuracy is relatively more sensitive to the locations for complex radiator. According to analysis, the maximum errors of the predicted results are $1.4 \times 10^{-8}\%$ and $5.6 \times 10^{-3}\%$ for the sphere and designed radiator, respectively. However, in other retracted auxiliary surfaces, the prediction accuracy is very poor and the predicted result is unacceptable. Therefore, the optimal auxiliary surface must be determined.

#### 4.2. Validation of Frequency Threshold Criterion

As previously analyzed, for a certain number of equivalent sources, the prediction accuracy is only good in a certain frequency range. Hence, it is necessary to judge the frequency range in which the prediction accuracy is acceptable. Figure 7 shows the plots of $\varepsilon_{\text{real}}$ and $\varepsilon_{\text{imag}}$ on boundary field nodes calculated in optimal auxiliary surfaces for different $k$. Obvi...
Figure 3. Plots of $\varepsilon_v$, $\varepsilon_{\text{real}}$ and $\varepsilon_{\text{imag}}$ on boundary nodes of uniformly pulsating sphere for different $k$ and $S_c$ values.

Table 2. $k_{\text{threshold}}$ and maxima of $\varepsilon_{\text{real}}$ and $\varepsilon_{\text{imag}}$ on boundary field points calculated in optimal auxiliary surfaces when $k < k_{\text{threshold}}$.

<table>
<thead>
<tr>
<th></th>
<th>$k_{\text{threshold}}$</th>
<th>$\varepsilon_{\text{real}}$</th>
<th>$\varepsilon_{\text{imag}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>900</td>
<td>$2.2 \times 10^{-3}$</td>
<td>1.00</td>
</tr>
<tr>
<td>Designed</td>
<td>270</td>
<td>0.70</td>
<td>1.05</td>
</tr>
</tbody>
</table>

Figure 4. Plots of $\varepsilon_v$, $\varepsilon_{\text{real}}$ and $\varepsilon_{\text{imag}}$ boundary nodes of designed radiator for different $k$ and $S_c$ values.

5. EXPERIMENTAL INVESTIGATION

To further validate the proposed method, the sound radiation of two radiators, namely, a cylindrical shell and a clamped plate are investigated experimentally, the physical data of which are shown in Table 3. The cylindrical shell with flanges of 1.5 cm thickness welded at its both ends is fixed on a still frame by bolt to approximate the clamped boundary condition, as shown in Fig. 8a. Both ends of the cylindrical shell are sealed by two aluminum alloy end plates with a thickness of 2 cm. This material is chosen because of its high stiffness and low weight. An ordinary 10 inch loudspeaker is positioned on an end plate to generate an interior sound field, which excites the cylindrical shell, as shown in Fig. 8c. The resulting structural vibration causes an exterior sound field around the cylin-
The surfaces of the cylindrical shell and the clamped plate are divided evenly into 30 and 25 elements, respectively. The nodes of elements are used to obtain equivalent sources, and the normal velocities on the nodes are used to calculate the source strengths and the sound pressure. The constructed velocities $\hat{v}(r_{sj})$ on the centers of the elements are interpolated using the measured velocities on the nodes. $\varepsilon_{v}$ is obtained by substituting $\hat{v}(r_{sj})$ and the measured velocities $v(r_{sj})$ on the centers into Eq. (14). The normal velocities and the radiated acoustic pressure in the selected field points as depicted in Fig. 9 are obtained by means of velocity and pressure measurements, as shown in Fig. 10. For the cylindrical shell, the auxiliary surface is retracted from the boundary of the shell along x-axis, as shown in Fig. 9a. Considering that the stiff frame is well sealed, only the exterior side of the clamped plate generates sound field into the infinite domain. Thus, the auxiliary surface can be located on an auxiliary plane at a certain distance from the exterior side, as shown in Fig. 9b.

The measurements are made from 100 Hz to 700 Hz for the cylindrical shell and 100 Hz to 500 Hz for the clamped plate with increment of 10 Hz, the lower limit being imposed by the semi-anechoic laboratory. The loudspeaker and the exciter are driven with sinusoidal signal. The initial values of input voltage and current for the loudspeaker are 15 V and 1.6 A, and for the exciter 1.5 V and 2.7 A, where both the input voltages remain constant when the frequency is increased. The mass ratio of the used accelerometer to the cylindrical shell and clamped plate is less than 1%. Thus, the accelerometer has little influence on the vibration of the radiator. The measured and computed sound pressure levels are plotted in Figs. 11 and 12 for two radiators, where $p_{amp}$ represents the amplitude of the acoustic pressure.

The results show that the prediction accuracy is significantly improved in the optimal auxiliary surface compared with the fixed auxiliary surface, and the computed pressures in the op-
Figure 7. $\varepsilon_{\text{real}}$ and $\varepsilon_{\text{imag}}$ on boundary field points calculated in optimal auxiliary surfaces for different $k$ (a) Uniformly pulsating sphere (b) Designed radiator.

Table 4. Prediction error in optimal auxiliary surface.

<table>
<thead>
<tr>
<th>Field point</th>
<th>Relative errors %</th>
<th>Maximum</th>
<th>Average</th>
<th>Maximum</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cylindrical shell</td>
<td>5.09</td>
<td>3.04</td>
<td>6.05</td>
<td>3.07</td>
<td></td>
</tr>
<tr>
<td>Clamped plate</td>
<td>13.05</td>
<td>8.02</td>
<td>21.09</td>
<td>10.04</td>
<td></td>
</tr>
</tbody>
</table>

Optimal auxiliary surfaces are consistent with the measured values. The detailed data of the calculation accuracy are shown in Table 4. From the data of the relative errors, the average and maximum errors corresponding to the cylindrical shell are less than 3.7% and 6.5%, respectively. The accuracy of the computed acoustic pressure is good. For the clamped plate, all of the accelerometer bases have been bonded to the surface of the clamped plate when the vibration velocity and acoustic pressure are measured. Its surface shape is changed by these bases. When the radiated pressure is computed, the surface is still treated as a plane. Its surface area is smaller than that of the cylindrical shell. Thus, the accuracy is lower than that corresponding to the shell. The average error is still acceptable, although the accuracies in very few frequencies are poor. In addition, there is still some reflection of sound wave. These cause discrepancy between the computed and measured values in several frequencies.

6. CONCLUSIONS

The selection of the auxiliary surface is the key to obtain accurate prediction results in the wave superposition method. The relationship between the surface velocity reconstruction error and acoustic pressure prediction error has been theoretically derived in this paper. Representative numerical examples show that the normalized velocity reconstruction error is a good indicator of the prediction error of acoustic pressure. The prediction accuracy can be significantly improved in the optimal auxiliary surface compared with the fixed auxiliary surface. With the criterion satisfied, the prediction accuracy in the optimal auxiliary surface is acceptable and significantly improved. The experimental results show that the prediction error of acoustic pressure in the determined optimal auxiliary surface is greatly reduced. Thus, the proposed method is good at reducing the prediction error and is feasible.
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Figure 10. Acoustic pressure measurement (a) Cylindrical shell (b) Clamped plate.

Figure 11. Amplitude of the acoustic pressure of the cylindrical shell at the selected field points (a) Field point 1 (b) Field point 2.

Figure 12. Amplitude of the acoustic pressure of the clamped plate at the selected field points (a) Field point 1 (b) Field point 2.
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